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ABSTRACT 

 

The present research on Bangla Handwritten Character Identification investigated a wide range of 

deep learning architectures, including DenseNet201, VGG19, MobileNetV2, ResNet101, CNN01, 

and CNN02, and evaluated their efficacy in identifying complicated Bangla characters. Among 

these models, DenseNet201 stood out as the best performer, with an outstanding 81.29% accuracy. 

This high level of precision demonstrates DenseNet201's ability to capture the complex features 

and variances found in Bangla characters, making it an excellent choice for real-world 

applications. The analysis revealed beneficial insights into each architecture's cultural value, 

giving light on their particular capabilities and limits in the particular assignment of Bangla 

Handwritten Text Identification.DenseNet201's popularity not only establishes it as an attractive 

choice, but also focused on its potential impact on informative, cultural, and access areas within 

the Bengali-speaking population. As we navigate the deep learning model landscape, this research 

not only provides a thorough review of alternative architectures, but also points to the essential 

relevance of picking the most accurate modeling. The success of DenseNet201 is a convincing 

example, demonstrating the importance of selecting the correct architecture for the effective 

deployment of Bangla Handwritten Character Identification systems. This research not only 

advances character identification technology, but also highlights the practical consequences of 

these technologies in a variety of societal contexts, maintaining the importance of precision and 

dependability in selecting models. 

 

 

Keywords:  Deep Learning, DenseNet201, VGG19, MobileNetV2, ResNet101, CNN01, CNN02.
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction  

Bengali Handwritten Character Identification (BHCR) exists at the crossroads of language analysis 

and artificial intelligence, offering a distinct combination of challenges and potential. Bangla, or 

Bengali, is one of the world's most commonly spoken languages, with cultural importance as well 

as numerous complexities in its written form. Handwritten Bangla character identification is 

critical for applications that range from document digitization to natural language processing, 

offering advances in availability and automation within Bangla-speaking populations. Although 

advances in character recognition technology, handwritten Bangla characters include a variety of 

writing styles, variants, and complex bonds that necessitate a specific approach. Conventional 

optical character recognition (OCR) algorithms frequently struggle to grasp these nuances, 

prompting the investigation of cutting-edge deep learning techniques. This research provides a 

thorough deep learning approach tailored to the complexities of Bangla Handwritten Character 

Identification. The suggested method includes a number of well-defined processes, such as data 

collecting from various sources, painstaking labeling of handwritten samples, and thorough image 

processing to improve the dataset's appropriateness for deep learning. The selection of an 

appropriate deep learning architecture adapted for the complexities of Bangla letters is a vital part 

of this technique. DenseNet201, VGG19, MobileNetV2, ResNet101, CNN01, and CNN02 models 

were investigated, with a particular focus on striking a compromise between model complexity 

and computing performance. Each phase of the technique is discussed in the following sections, 

offering understanding of the rationale around the choices made in building a solid and efficient 

solution for Bangla Handwritten Character Recognition. 

1.2 Motivation 

The inspiration for this project derives from the need to bridge the technological divide and boost 

Bangla-speaking people using advanced character identification algorithms. Handwritten Bangla 

characters, with their various bonds and writing styles, provide an enormous obstacle to traditional 



©Daffodil International University                                                                                               2 

recognition methods. Existing OCR methods frequently fall short of effectively deciphering the 

numerous subtleties of the Bangla script. We want to overcome these problems and give an 

important answer by entering into the area of deep learning. Bangla's cultural and language 

significance needs a specific approach to character identification, guaranteeing the script's purity 

in digital surroundings. This project is in line with the larger goals of preserving cultural diversity, 

digitizing historical records, and improving accessibility for the visually handicapped. A good 

Bangla Handwritten Character Identification model could have profound effects in sectors like 

education, information search, and historical protection. Using technology to understand 

handwritten Bangla characters not only allows for smooth creation into modern digital processes, 

but it also promotes cultural preservation and equality. The objective for this project is to contribute 

to the technological improvement of Bangla character identification and, as a result, to promote 

the rich language legacy it offers. 

1.3 Rationale of the Study 

The motivation for this research stems from the immediate need for a specific and successful 

solution to the issues given by handwritten Bangla characters. Traditional Optical Character 

Recognition (OCR) technologies, while effective in many languages, are often unable to read the 

complicated bonds and varied writing styles found in the Bangla script. This work acknowledges 

Bangla's cultural and historical value, proposing the creation of a specific deep learning approach 

for correct identification of characters. The possible applications for such a system are numerous 

and significant. The study aims to contribute to both advances in technology and preservation of 

culture by scanning ancient writings and preserving cultural heritage, as well as enabling smooth 

search for data and assisting those who are blind. The overall objective is to develop a strong model 

capable of identifying the richness of handwritten Bangla characters, enabling access, and 

facilitating the integration of advanced technology into the Bangla-speaking community's 

distinctive cultural environment. 
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1.4 Research Question 

1. How can we make computers understand and recognize handwritten Bangla letters better? 

2. What methods help improve the accuracy of technology that reads handwritten Bangla                    

characters? 

3. Are there specific techniques to teach computers to recognize different styles of Bangla   

handwriting? 

1.5 Expected output 

The investigation project is projected to produce a highly accurate and effective deep learning 

model for Bangla Handwritten Character Identification. The major goal is to create a system that 

can recognize different Bangla letters with high accuracy, regardless of writing styles or ligatures. 

The expected conclusion is a strong solution that works easily with multiple applications, adding 

to the digitalization of Bangla writings, document analysis, and information recovery. The planned 

outcome also includes a model that increases access by assisting the visually handicapped in 

understanding and connecting with Bangla handwritten text. The success of the technology will 

be determined by its capacity for generalization well to varied handwriting styles and adapt to real-

world settings. Finally, the project intends to provide an important instrument for maintaining the 

literary and cultural history embodied in Bangla script, while also supporting technological 

improvements that correspond with the language's distinctive qualities and making steps toward 

equitable online access. 

1.6 Project Management and Finance 

Appropriate project management and financial control are critical parts of guaranteeing the 

projected Bangla Handwritten Character Identification project's success and durability. Project 

management entails precise task planning, scheduling, and teamwork to ensure that each stage of 

the development process runs smoothly. This includes defining roles, establishing milestones, and 

developing a completion date. At the same time, the financial element of the project necessitates 

careful planning, resource allocation, and cost control. A complete financial plan will account for 

costs associated with data collection, preprocessing, model training, and testing. To maximize 

efficiency and project outcomes, funding for technological platforms, computational resources, 
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and manpower must be properly controlled. This is vital for the project's success to strike a balance 

between good management of projects and good financial responsibility. Ongoing monitoring and 

assessment of performance against the budget and project timetable will allow for timely 

modifications, developing adaptation, and ensuring that the project stays on track to meet its 

objectives within the assigned resources. The project wants to create an environmentally friendly 

and effective solution for Bangla Handwritten Character Identification by incorporating strong 

project leadership and financial standards. 

TABLE 1.1: PROJECT MANAGEMENT TABLE 

Work Time 

Data Collection 1 month 

Papers and Articles Review  3 month 

Experimental Setup 1 month 

Implementation 1 month 

Report Writing 2 month 

Total 8 month 

 

1.7 Report Layout 

Introduction: Overview of the research topic and its importance is given in the introduction. A 

clear overview of the issue the study aims to solve. The goals and scope of the study. Brief 

introduction to the key components of the report. 

Background: The past viewpoint or current understanding of the topic is provided by contextual 

information. Review of the literature highlighting important research and conclusions. identifying 

the shortcomings or gaps in the knowledge that is present today. 

Data Collection: A complete rationale of the study's dataset. An explanation of the data sources 

and collection techniques used. any difficulties that developed when collecting data. 
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Data preprocessing: The methods for cleaning and preparing raw data for processing. an 

explanation of the methods used for imputation, augmentation, and data normalization. 

implementing missing values and outliers. 

Research Methodology: An overview of the research plan and method is provided by the research 

methodology. a summary of the models, frameworks, or algorithms that were employed. the study 

questions or hypotheses stated in a way that is clear. 

Experimental Results and Discussion: The findings from the experiments are presented. 

Examination and explanation of the results. matching the outcomes to benchmarks or extant 

literature. tables or images that supplement the discussion. 

Impact on Society, Environment: Evaluation of the research's wider societal implications: 

Impact on Society and Environment. environmental factors are taken into account when 

appropriate. Exploration of possible uses or advantages for society. 

Summary, Conclusion, Future Research: Key findings and their importance are summarized, 

along with a conclusion and proposals for future research. Last words regarding the goals of the 

research. Determination of possible growth or areas for further research. 
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CHAPTER 2 

BACKGROUND STUDY 

2.1 Preliminaries 

The Bengali Handwritten Text Identification project's earliest phase includes basic efforts that are 

critical to its success. The first stage is to do a thorough literature research to understand current 

methods, problems, and breakthroughs in character identification, particularly in the setting of the 

Bangla script. This examination of the literature guides the project's methodology, guaranteeing 

that it is based on current and recognized methods. In addition, the research team will identify and 

collect various datasets including handwritten Bangla characters. The data collection procedure 

will concentrate on capturing the intricacies and differences found in real-world writing styles. 

Following that, the dataset will be carefully tagged, which will serve as the foundation for training 

and assessing the model using deep learning. Concurrently, early conversations on project 

management and financial preparation will be held in order to develop a clearly defined strategy 

and budget. These early-stage procedures build the basis for the future phases, laying the 

groundwork for an orderly, resource-effective, and successful Bangla Handwritten Text Detection 

execution. 

2.2 Related Works 

This study's literature review will introduce previous variations of papers by various scholars. It is 

necessary to study advanced deep-learning Architecture Bangla Handwritten Character 

Recognition. as a lot of study has been done in this field. I read a few research papers to figure out 

what methods and approaches they used:  

Roy, Saikat, et al. [1] presented a novel deep learning method for reading isolated compound 

characters in handwritten Bangla, setting a new standard for recognition accuracy on the 

CMATERdb 3.1.3.3 dataset. Deep Neural Network (DNN) greedy layer-wise training was used, 

which significantly improved pattern recognition. The RMSProp algorithm was used to speed up 

convergence during the layer-wise, supervised training of Deep Convolutional Neural Networks 

(DCNN). Results were contrasted with conventional DCNNs and normal shallow learning 
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techniques with predetermined features. Supervised layer-wise trained DCNNs surpassed these 

models, reaching a new standard with a recognition accuracy of 90.33%, an improvement of over 

10%, and achieving an impressive error rate of 9.67%. 

Sazal, Md Musfiqur Rahman, et al. [2] focused on the autonomous learning of representations as 

it investigates the use of deep learning, particularly deep belief networks (DBN), for the 

recognition of handwritten characters in Bangla. DBN uses a two-step learning approach, starting 

with unsupervised feature learning and finishing with supervised fine-tuning, as opposed to 

conventional methods, which start with preprocessing and manually creating features. A 

probabilistic generative model called DBN, which can support both supervised and semi-

supervised learning scenarios, can produce samples. With an average accuracy of 91.30% for 

numerals, experimental investigations done on a dataset of Bangla basic characters and numerals 

from the Indian Statistical Institute indicate the benefits of unsupervised feature learning. 

Alom, Md Zahangir, et al. [3] emphasized exploiting deep neural networks to improve the 

performance of Handwritten Bangla Digit Recognition (HBDR), a method that has been effective 

in a number of pattern recognition and machine learning domains but has not been fully 

investigated for HBDR. Using Deep Belief Network (DBN), Convolutional Neural Networks 

(CNN), CNN with dropout, CNN with dropout and Gaussian filters, and CNN with dropout and 

Gabor filters, the approach introduces Bangla digit recognition techniques. With strong invariance 

to translation, scaling, and other distortions, these networks improve shape recognition in two 

dimensions. They are excellent at extracting and using feature information. The proposed 

technique produced a remarkable 98.78% recognition rate after thorough evaluations on the widely 

accessible Bangla numeral image database, CMATERdb 3.1.1. In particular, for HBDR, the CNN 

with Gabor features and dropout beat cutting-edge algorithms. 

Chowdhury, Rumman Rashid, et al. [4] presented a Handwritten Character Recognition procedure 

that transforms handwritten Bangla characters into an editable electronic version, enabling 

additional research and useful applications. The study uses the BanglaLekha-Isolated dataset and 

a Convolutional Neural Network (CNN) to recognize 50 character classes in the base dataset with 

an accuracy of 91.81%. Through data augmentation, the dataset is increased to 200,000 photos, 

increasing the accuracy on the test set to 95.25 percent. For simple testing and use, the model is 
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hosted on a web server. Additionally, the research presents a comparison analysis with different 

machine learning methodologies. 

Sen, Shibaprasad, et al. [5] focused on utilizing a Convolutional Neural Network (CNN) to 

recognize handwritten solitary Bangla characters in internet text. Within the CNN architecture, it 

undertakes a thorough examination of various kernel changes, pooling techniques, and activation 

functions. 10,000 character samples make up the dataset, with 30% used for testing and the 

remaining 70% for building the recognition model. The method outperforms the performance of 

recently proposed handcrafted features intended for detecting online handwritten Bangla 

characters, achieving an amazing 99.40% recognition accuracy on the test dataset. 

Alif, Mujadded Al Rabbani, et al. [6] proposed a modified ResNet-18 architecture that is used with 

two freshly produced isolated Bangla handwritten datasets to recognize characters written in the 

language. A tremendous level of speed has been made possible by the development of deep 

learning methods and parallel computing hardware in many different disciplines. The datasets used 

are sizable and useful for applications using deep learning. The study produces a cutting-edge 

recognition performance using the suggested approach, achieving an amazing 95.10% 

classification accuracy. Using the updated ResNet-18 architecture, this results in a considerable 

performance improvement of 0.51%. 

Alom, Md Zahangir, et al. [7] analyzed a number of cutting-edge deep convolutional neural 

networks (DCNNs) and methodically evaluated each one's Handwritten Bangla Character 

Recognition (HBCR) performance. DCNNs are recommended because they have a high level of 

object distortion invariance and can extract distinctive characteristics from unprocessed data. 

Experimental findings show that DCNN models outperform other common object recognition 

approaches, making DCNN a promising option for real-world HBCR systems. With recognition 

rates of 99.13% for Bangla numerals, 98.31% for the Bangla alphabet, and 98.18% for special 

character recognition, DenseNet stands out as the best DCNN model. 

Rabby, Akm Shahariar Azad, et al. [8] presented BornoNet, a compact CNN model for identifying 

Bangla handwriting characters that includes 50 basic Bangla characters. Three different datasets, 

including BanglaLekha-Isolated, CMATERdb, and ISI databases, were used for the experiments. 
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With regard to the CMATERdb, ISI, BanglaLekha-Isolated dataset, and a mixed dataset, the 

BornoNet model achieved outstanding validation accuracies of 98%, 96.81%, 95.71%, and 

96.40%, respectively. The best accuracy rates were regularly obtained in the BanglaLekha-

Isolated, CMATERdb, and ISI datasets thanks to the fact that this model was trained on just one 

dataset and cross-validated with the other two. The study demonstrates how the proposed 

BornoNet model outperforms competing CNN models in terms of classification accuracy, training 

time, and computational resources. 

Islam, Md Shafiqul, et al. [9] indicated the creation of two datasets for modifiers and compound 

characters as well as a thorough statistical study of compound characters. For character 

recognition, the researchers developed a heterogeneous deep learning model dubbed RATNet. The 

study used statistical analysis of Bengali newspapers to choose characters with a frequency of less 

than 5%, and handwriting samples from 130 writers from varied backgrounds were gathered for 

these characters. With recognition rates of 99.66% for numerals, 99.27% for basic characters, 

98.78% for modifiers, and 97.70% for compound characters on the CMATERdb dataset, the 

RATNet model outperformed other models and achieved remarkable accuracy while using a 

relatively small number of parameters, which could be attributed to its layer heterogeneity. 

Rahman, Md Mahbubar, et al. [10] proposed a methodology for character identification without 

the use of feature extraction methods utilizing convolutional neural networks (CNN). CNN is used 

to classify the pictures of handwritten characters after they have been normalized. The study made 

use of a dataset of 20,000 handwritten characters in a variety of sizes and styles. The suggested 

method performed better than other methods already in use and showed acceptable recognition 

accuracy. The achieved accuracy of recognition was 85.96%, indicating that further advancements 

in CNN training might improve performance. 

Abir, B. M., et al. [11] proposed an innovative method that combines a fully connected neural 

network, an inception module, and a multilayer convolutional neural network. Various 

handwriting styles for Bangla characters can be recognized using this architecture. This CNN-

based methodology learned generic and accurate features from a sizable training dataset, in 

contrast to conventional methods that rely on handcrafted feature extraction. It outperformed prior 

approaches and employed 166,105 training photos of Bangla handwritten letters with various 
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shapes and strokes to increase recall rates. For the same 50 character classes, the suggested 

technique demonstrated a classification accuracy of 91.1%. 

Roy, Akash, et al. [12] presented a cutting-edge deep neural architecture for reading Bengali 

numerals, compound characters, and alphabets written by hand. In comparison to earlier work by 

Chatterjee et al., who reached 96.12% accuracy but needed roughly 47 epochs, this new model 

achieves a stunning accuracy of 96.8% in just 11 epochs. The suggested model performs better 

with fewer epochs and without relying on the ResNet 50 model's weights. In order to avoid 

"Ensemble Learning," this HCR network was trained entirely on Bengali characters. It surpasses 

earlier models. 

Khan, Mohammad Meraj, et al. [13] addressed how recognizing handwritten Bangla characters is 

difficult due to their size differences, diversity, complicated shapes, and visual similarities amongst 

alphabets. This study introduces a deep Convolutional Neural Network (CNN) model that 

incorporates SE-ResNeXt architecture to improve the recognition of Bangla handwritten 

compound characters. By automatically merging spatial data and inter-channel interdependence, 

SE blocks are integrated into the current ResNeXt framework to boost performance. The 

performance of the model is assessed using the Mendeley BanglaLekha-Isolated 2 dataset. The 

results show that the recognition of Bangla handwritten compound characters is exceptionally 

accurate, outperforming state-of-the-art models with an average accuracy of 99.82%. 

Purkaystha, Bishwajit, et al. [14] proposed a convolutional deep model to recognize handwritten 

Bengali characters. Using kernels and local receptive fields, the method extracts useful 

characteristics before using densely connected layers for character discrimination. The 

BanglaLekha-Isolated dataset is used to evaluate the model, and the results show impressive 

accuracy rates: 98.66% for numerals (10 character classes), 94.99% for vowels (11 character 

classes), 91.60% for compound letters (20 character classes), 91.23% for alphabets (50 character 

classes), and 89.93% for nearly all Bengali characters (80 character classes). In addition to various 

problems with data labeling and image quality, it's important to note that many recognition failures 

are caused by the close visual resemblance of characters. 
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Hazra, Abhishek, et al. [15] presented a revolutionary CNN architecture that was created from the 

ground up and has several advantages over conventional machine learning methods. It is excellent 

at combining feature extraction and categorization into one cohesive structure. Convolutional layer 

(CL), nonlinear activation layer (AL), pooling layer (PL), and fully connected layer (FCL) are the 

four fundamental layers that make up the proposed CNN architecture. The effectiveness of the 

model is tested against the two existing datasets for Bangla, cMATERdb and ISI Bangla, as well 

as the suggested dataset "Mayek27" for Manipuri characters. All datasets were subjected to a 

thorough study that included comparisons with various batch sizes and optimization strategies, 

resulting in new performance benchmarks of 99.27% accuracy for Manipuri "Mayek27" characters 

and 99.32% accuracy for ISI numeric data identification. 

Iamsa-at, Suthasinee, et al. [16] focused on assessing and contrasting the recognition performance 

of two classifiers, namely Deep-Learning Feedforward-Backpropagation Neural Network 

(DFBNN) and Extreme Learning Machine (ELM). Three different sets of handwritten character 

datasets, including Thai characters, Bangla numbers, and Devanagari numerals, were examined. 

Each dataset was split into two groups: one with features that had not been extracted and the other 

with features that had been retrieved using Histograms of Oriented Gradients (HOG). The trial 

findings showed that using HOG for feature extraction increases recognition rates for both DFBNN 

and ELM. In addition, DFBNN regularly obtained somewhat higher recognition rates than ELM. 

The testing datasets' respective recognition accuracy ratings for the ELM model with feature 

extraction using HOG were 97.06%, 95.30%, and 79.60%. 

Hakim, SM Azizul et al. [17] discussed the difficulty of reading handwritten Bangla characters. 

Although Bangla is the official language of Bangladesh and is spoken by over 200 million people, 

Convolutional Neural Networks have fallen behind in the recognition of handwritten characters in 

Bangla in recent years. The study provides a 9-layer sequential convolutional neural network 

model for the recognition of 60 handwritten Bangla characters, including 50 basic letters and 10 

numbers. The model is evaluated on a brand-new dataset of 6,000 photos for cross-validation after 

being trained and validated on the BanglaLekhaIsolated dataset. The suggested model achieved 

99.44% accuracy on the BanglaLekha-Isolated dataset and 95.16% accuracy on the prepared test 

set, including distinct recognition of Bangla numerals, demonstrating state-of-the-art accuracy. 
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Chakraborty, Rajatsubhra, et al.[18] focused on online handwriting recognition for Bangla and 

Devanagari, two regional languages, using the deep learning principle of CNN (Convolutional 

Neural Network). Two convolution and pooling layers as well as a fully connected network are 

included in the suggested model. By automatically generating and lowering feature dimensions 

before sending them to a fully connected network for classification, the CNN model does away 

with the requirement for manually creating features. 10,000 basic Bangla characters and 1,800 

Devanagari characters were used in the experiment, and recognition accuracies of 99.65% for 

Bangla and 98.87% for Devanagari character datasets were obtained, demonstrating the efficacy 

of the method. 

Ghosh, Tapotosh, et al. [19] recognized handwritten characters, especially for scripts with 

complicated grammars like Bangla. Models appropriate for mobile applications are required since 

optical character recognition (OCR) is crucial for mobile devices. Many prior attempts failed to 

recognize more than 200 characters with sufficient precision. Due to its lower computer power 

requirements, this article uses MobileNet, a cutting-edge convolutional neural network (CNN) 

architecture created specifically for mobile devices. With a recognition rate of 96.46% for 231 

classes (comprising 171 compound, 50 basic, and 10 number characters), MobileNet produced 

outstanding results. It demonstrated its appropriateness for mobile OCR applications by achieving 

excellent accuracy in the character classes for compound, simple, and numeric characters. 

Shopon, Md, et al. [20] addressed the use of unsupervised pre-training with autoencoders along 

with deep Convolutional Neural Networks (ConvNet) to recognize handwritten Bangla digits (0–

9). CMATERDB 3.1.1 and a dataset from the Indian Statistical Institute (ISI) are the two datasets 

used in the study. The study investigates four distinct combinations of these datasets, including 

cross-validation and experiments utilizing each dataset separately. In one of these studies, the 

handwritten Bangla digits are recognized with an astounding accuracy of 99.50%, which is the 

best result to date. The ConvNet model was evaluated on photos from CMATERDB after being 

trained on 19,313 images from the ISI handwritten character dataset. 
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2.3 Comparative Analysis and Summary 

TABLE 2.1: ACCURACY COMPARISON OF EXISTING RELATED PAPERS 

 

 

 

SN. Author Dataset Applied 

Algorithms 

Best Accuracy 

1 Roy, Saikat, et 

al. [1] 

CMATERdb 

3.1.3.3 dataset 

Deep Learning 90.33% 

2 Sazal, Md 

Musfiqur 

Rahman, et al. 

[2] 

NAN Deep Learning  91.30% 

3 Alom, Md 

Zahangir, et al. 

[3] 

 

NAN Convolutional 

Neural Network 

98.78% 

4 Chowdhury, 

Rumman Rashid, 

et al. [4] 

200,000 photos Convolutional 

Neural Network 

95.25 

5 Sen, 

Shiboprosad, et 

al. [5] 

10,000 character 

samples 

Convolutional 

Neural Network 

 99.40% 

6 Alif, Mujadded 

Al Rabbani, et al. 

[6] 

NAN Deep Learning 51% 

7 Rabby, Akm 

Shahariar Azad, 

et al. [8] 

NAN Deep Learning 98% 
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The comparison examination of existing Bangla Handwritten Character Identification approaches 

and models shows different advantages and errors, enabling the selection of the most appropriate 

strategy for our project. DenseNet201, VGG19, MobileNetV2, and ResNet101 are useful standards 

because they have proved performance in a variety of character recognition tasks. These models 

provide information about architectural details as well as computing efficiency. The CNN01 and 

CNN02 architectures we offer are suited to the particular properties of Bangla characters, with an 

emphasis on adaptability and resilience. The comparative analysis assists in making informed 

decisions by using the strengths of current models while addressing the complexities unique to the 

Bangla alphabet. In short, the research improves and customizes deep learning architectures using 

valuable knowledge gained from an examination of current works. This technique ensures a well-

informed and inventive Bangla Handwritten Character Identification strategy, aiming for a model 

that excels in both precision and efficacy across varied Bangla handwriting patterns. 

2.4 Scope of the Problem 

The complexity of the problem in Bangla Handwritten Character Identification extended beyond 

the complexities of various writing styles to include language variances, cultural differences, and 

the existence of ligaments in the Bangla script. Recognizing these complexities necessitates a 

specific and flexible solution. Furthermore, the scope includes resolving difficulties connected to 

historical writings, where cultural cultural preservation is critical, as well as modern uses such as 

document digitization and access for those who are blind. The obstacles within the scope highlight 

the requirement for a deep learning model that not only translates handwritten Bangla letters 

accurately but also extends well to different handwriting styles. The project's scope includes 

providing an integrated approach that matches with Bangla's distinctive cultural qualities, 

developing technology improvements that adapt to the various ways in which Bangla is written, 

and encouraging accessibility and inclusion in the digital world. 

2.5 Challenges 

Bangla Handwritten Character Identification presents numerous issues due to the complicated 

bonds, different writing styles, and cultural variances present in the Bangla alphabet. To tackle 

these complexities, a strong deep learning model capable of detecting intricate patterns is required. 
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Addressing ancient texts also brings issues relating to conserving cultural legacy, with fluctuations 

over time complicating proper recognition. In order to guarantee the model's flexibility to real-

world circumstances, the project must navigate the specific complexities of Bangla characters. 

Among the difficulties are striking a balance between model complexity and computing 

performance, as well as resolving potential biases in the dataset. Furthermore, the project is 

complicated by the accessibility requirements for those who are blind. Overcoming these obstacles 

is critical to the project's success in providing an extensive and effective solution to Bangla 

Handwritten Character Identification. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Research Subject and Instrumentation 

Bengali Handwritten Character Detection goes into the complex realm of reading handwritten 

characters in the Bangla alphabet. To properly separate varied writing styles and bonds, the subject 

covers cultural, linguistic, and technological dimensions, necessitating a particular deep learning 

method. This study's equipment includes cutting-edge deep learning models such as DenseNet201, 

VGG19, MobileNetV2, ResNet101, and the proprietary architectures CNN01 and CNN02. These 

models form the basis for training and testing the system for recognizing objects. Designing and 

fine-tuning these models to match with the distinctive properties of Bangla characters results in a 

machine capable of accurately understanding handwritten data. The choice of proper apparatus is 

critical to the success of the study, allowing for an in-depth study of the complexities of Bangla 

Handwritten Character Classification and contributing to advances in the field of character 

understanding technology. 

3.2 Data Collection Procedure 

In order to guarantee the richness and diversity of the dataset, the data gathering technique for the 

Bangla Handwritten Script Classification project was careful and methodical. The collection 

contains 4113 properties, 49 of which represent different Bangla characters and their related 

numbers. The data set in question was created using a range of sources, including handwritten 

samples from various personalities and circumstances. The dataset sought to capture the intricacies 

of many writing styles, variants, and links seen in the Bangla script. To eliminate bias during model 

training, special care was taken to ensure an equal number of characters. The ground truth for both 

the training and assessment stages was formed by labeling each image in the dataset with the right 

Bangla character. To assure the accuracy of the information, the categorizing method entailed 

meticulously tagging each character. To increase the dataset's diversity, methods for data 

enhancement such as rotation, scaling, and translation were used. To ensure consistency among 

photographs, normalization processes were used to standard pixel values. These approaches helped 
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to create a comprehensive and representative dataset adapted to the special challenges of Bangla 

Handwritten Character Recognizing. We have included some of the images with class labels below 

at figure 3.1: 

 

Figure 3.1: Dataset Images 

And also we have 49 categorize of the images with class labels below at figure 3.2: 

 

 

Figure 3.2: Number of Target Attribute 
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3.3 Statistical Analysis 

The Bangla Handwritten Character Classification project's statistical evaluation entails a thorough 

assessment of the dataset's features and usage. Descriptive statistics, such as mean, median, and 

standard deviation, reveal central tendencies and characteristic variability. The incidences of each 

goal property are highlighted via frequency distributions, thereby offering light on the dataset's 

balancing. Inferential statistical methods, such as tests of hypotheses, may also be used to identify 

patterns and relationships in the dataset. Correlation analysis can uncover attribute connections, 

which can influence model design and training tactics. The statistical information gained from this 

research informs preparation options, assuring pixel value leveling and optimizing information 

enhancement strategies. The project intends to improve the model's resilience by connecting it 

with the underlying properties of the Bangla Handwritten Character Identification dataset using 

statistical tools. 

3.4 Proposed Methodology 

In below we are following methodology for recognition Bangla Handwritten Character Using 

Deep Learning Algorithms: 

 

                                                    Figure 3.3: Methodology Flowchart  



©Daffodil International University                                                                                               19 

Data Collection 

An expanded dataset of Bangla handwritten characters was carefully gathered from numerous 

sources in the first step of the proposed deep learning approach. The goal of this dataset, which 

included 4113 variables with 49 target features, was to capture the richness of writing styles and 

cultural variances present in the Bangla script. 

Labeling 

Each picture in the dataset was manually labeled, with the correct Bangla character assigned to 

produce a trustworthy ground truth for future model training and evaluation. The labeling 

procedure ensured precision and accuracy, setting the groundwork for the method of supervised 

learning. 

 

Image Processing 

The set of data was preprocessed to improve its applicability for deep learning. Techniques such 

as normalization, resizing, and data additions, such as rotation and scaling, were used. These stages 

intended to standardize pixel values, boost dataset variation, and handle variances in writing styles, 

ultimately improving the dataset for model training. 

 

Model Selection 

Several standard deep learning architectures were investigated, including DenseNet201, VGG19, 

MobileNetV2, ResNet101, and new designs CNN01 and CNN02. Model selection took into 

account the trade-off between difficulty and computational effectiveness in order to meet the 

specific needs of Bangla Handwritten Character Identification. 

 

DenseNet201 

DenseNet201 is a convolutional neural network (CNN) architecture from the DenseNet family. It 

was developed as an extension of DenseNet and is specifically tailored for deep learning 

applications like image categorization. DenseNet201, known for its densely connected topology, 

encourages feature reuse across layers, resulting in higher model efficiency and parameter 

utilization than typical CNNs. 
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Figure 3.4: DenseNet201 Model Architecture 

 

 

VGG19 

VGG19 is a convolutional neural network (CNN) architecture known for both its simplicity and 

depth. VGG19, developed by the Visual Geometry Group (VGG) at the University of Oxford, is 

made up of 19 layers, 16 of which are convolutional and 3 are completely linked. Despite its simple 

architecture, VGG19 has shown impressive performance in a variety of computer vision tasks, 

making it a popular candidate for image categorization and feature extraction in deep learning 

applications. 

 

 

 

Figure 3.5: VGG19 Model Architecture 

 

 



©Daffodil International University                                                                                               21 

MobileNetV2  

MobileNetV2 is a lightweight and efficient convolutional neural network (CNN) architecture 

designed to fulfill the needs of mobile and edge devices with limited processing resources. 

Introduced as a successor to MobileNetV1, it uses inverted residuals and linear bottlenecks to 

improve feature extraction while remaining computationally efficient. MobileNetV2 has gained 

popularity for applications that require real-time image processing on devices with limited 

hardware resources, finding a compromise between accuracy and efficiency. 

 

 

 

Figure 3.6: MobileNetV2 Model Architecture 

ResNet101  

ResNet101 is a version of the ResNet (Residual Network) architecture known for its deep learning 

capabilities. ResNet101, with 101 layers, makes use of residual connections to help train very deep 

neural networks, hence minimizing the vanishing gradient problem. This architecture has been 

widely used in computer vision tasks, providing cutting-edge performance in picture identification, 

object detection, and other visual perception challenges. 
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Figure 3.7: ResNet101 Model Architecture 

 

CNN01  

The CNN01 model, one of the deep learning architectures tested in this study on Bangla 

Handwritten Character Recognition, achieved an accuracy of 31.23%. Despite having the lowest 

accuracy among the models tested, CNN01 remains a useful benchmark, offering information 

about its performance features and potential areas for improvement. Further examination of 

CNN01's strengths and drawbacks can help to improve model design and training procedures for 

better recognition of Bangla characters. 

 

 

 

 

Figure 3.8: CNN01 Model Architecture 
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Model Training 

The chosen model was trained on an opening dataset using hyperparameters that loss functions, 

and optimization techniques optimized for performance. To fine-tune the model and assure 

convergence toward correct character identification, training progress was assessed on a set of 

validation tests. 

 

Model Evaluation 

The model that was trained was extensively tested on an independent test set, with performance 

indicators such as precision, recall, and accuracy and the matrix of confusion being assessed. The 

evaluation results offered information into the model's ability to recognize Bangla letters, leading 

prospective changes. 

 

Test Model 

The model that was trained was then applied to new, previously unknown handwritten images to 

evaluate its performance in reality. This extensive testing phase validated the model's 

generalizability and efficacy in a variety of contexts, guaranteeing its usefulness in Bangla 

Handwritten Character Detection. 

3.5 Implementation Requirements 

Particular requirements must be met for the suggested deep learning strategy for Bangla 

Handwritten Character Identification to be successful. Due to the complexities of deep learning 

architectures, processing resources, particularly GPUs, are required for efficient model training. 

Sufficient storage capacity is required to manage the large dataset and store trained models. 

Furthermore, for model delivery, a programming environment favorable to deep learning 

frameworks, such as TensorFlow or PyTorch, is necessary. Professionals with deep learning, 

computer vision, and programming experience are critical for smooth deployment and assistance. 

In addition, throughout the dataset preparation phase, access to identification tools for exact 

labeling is critical. Teamwork systems provide effective communication among project team 

members at various phases. The project intends to achieve a strong, effective, and efficient 

distribution of the Bangla Handwritten Character Recognition model by solving these technical 

requirements. 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Experimental Setup 

Bangla Handwritten Character Identification requires a thorough understanding of hardware, 

software, and ambient conditions. Highly efficient GPUs, such as the NVIDIA Tesla or GeForce 

series, are required for quick modeling. A strong CPU, plenty of RAM, and plenty of storage space 

are required for organizing massive databases and performing quick operations. Deep learning 

frameworks like Calculus or PyTorch, as well as knowledge of programming in languages such as 

Python, are required in the software environment. Dependence and libraries must be carefully 

considered throughout installation. An illuminated and regulated setting for image capture 

provides stability during dataset generation. Marking software, collaboration platforms, and 

version control systems all help with project management. The experimental setup acts as the 

foundation, impacting the efficiency and accuracy of the Bangla Handwritten Character Detection 

model, ensuring consistent findings, and encouraging incremental improvement of the technique. 

4.2 Experimental Results & Analysis 

The outcomes of the experiments show a distinct structure of model accuracy levels for Bangla 

Handwritten Character Identification. DenseNet201 takes first place with an accuracy of 81.29%, 

showing its ability to recognize complex patterns within Bangla characters. VGG19 comes in 

second with 79.76%, demonstrating strong performance and confirming its success in capturing 

key traits.. These findings provide useful guidance for selecting appropriate models in the 

implementation of Bangla Handwritten Text Detection systems based on accuracy factors. We 

evaluated the Accuracy, Precession, Recall and F1 Score of the confusion matrix in our proposed 

method. 
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Accuracy: The accuracy of the model's predictions is determined by comparing the number of 

correctly classified samples to the total number of samples. Unbalanced classes give a general idea 

of the model's efficacy, but they may not give a complete picture. 

TP= TruePositive , TN= TrueNegative 

FP= FalsePositive , FN= FalseNegative 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
…………………. (i) 

Precision: Precision is concerned with the number of true positive forecasts made by the model 

out of all positive predictions generated by the model. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
………………………. (ii) 

Recall: The percentage of true positive predictions created out of all actually positive samples is 

referred to as recall. It's also known as sensitivity or true positive rate.  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+ 𝐹𝑁
………………………. (iii) 

F1 Score: The F1 score is determined as the harmonic mean of recall and precision. Its fair 

evaluation metric considers recall and precision. The F1 score is useful in cases where class sizes 

are not equal since it accounts for both false positives and false negatives. A high F1 score indicates 

a good precision to recall ratio. 

𝐹 − 1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 
𝑅𝑒𝑐𝑎𝑙𝑙∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
…………………….. (iv) 

In given below I am showing the result analysis part also show the training accuracy rate: 

                                            

 

 

 

 

 



©Daffodil International University                                                                                               26 

TABLE 4.1. PERFORMANCE EVALUATION 

Model Name Accuracy  Precision Recall  F1-Score 

DenseNet201 81.29% 83% 80% 80% 

VGG19 66.46% 72% 65% 65% 

MobileNetV2 78.49% 80% 79% 78% 

ResNet101 42.65% 45% 42% 40% 

CNN01 51.64% 53% 51% 51% 

CNN02 31.23% 32% 30% 30% 

TABLE 4.2: ACCURACY COMPARISON WITH OTHERS PUBLICATION 

Table 4.2 demonstrates a comparative analysis with the available and previous research data and 

their test accuracy accordingly with my proposed work. 

Author Dataset Applied 

Algorithms 

Best 

Accuracy 

Roy, Saikat, et al. [1] CMATERdb 

3.1.3.3 dataset 

Deep Learning 90.33% 

Sazal, Md Musfiqur Rahman, 

et al. [2] 

NAN Deep Learning  91.30% 

Alom, Md Zahangir, et al. [3] NAN Convolutional 

Neural Network 

98.78% 

Chowdhury, Rumman Rashid, 

et al. [4] 

200,000 photos Convolutional 

Neural Network 

95.25 

Sen, Shiboprosad, et al. [5] 10,000 characters 

samples 

Convolutional 

Neural Network 

 99.40% 

Alif, Mujadded Al Rabbani, et 

al. [6] 

NAN Deep Learning 51% 

Rabby, Akm Shahariar Azad, et 

al. [8] 

NAN Deep Learning 98% 

My Proposed Work 4113 datasets Convolutional 

Neural Network 

51.64% 
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Deep learning models were evaluated for accuracy in image recognition. DenseNet201 topped the 

charts with over 81% accuracy, followed by MobileNetV2 and VGG19. ResNet101 and CNN02 

lagged behind significantly. DenseNet201 also excelled in precision, recall, and F1-score, 

suggesting strong overall performance. While these results are promising, their applicability may 

differ depending on the specific dataset and task. 

 

 

         Figure 4.1: Deep Learning Model Accuracy Bar Plot 

In Figure 4:1 Deep learning models were compared for image recognition accuracy. DenseNet201 

claimed the crown with a commanding 81.29%, followed by MobileNetV2 at 78.49% and VGG19 

at 66.46%. Meanwhile, ResNet101 and CNN02 trailed significantly at 42.65% and 31.23% 

respectively. This suggests DenseNet201's impressive capability in accurately identifying images, 

outperforming its competitors by a notable margin. 

Performance Analysis  

DenseNet201 

Achieved the highest accuracy of 81.29% and Precision score of 83%, Recall score of 80% and 

F1-score of 80% . Below at table 4.3 we have performance evaluation of DenseNet201: 
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TABLE 4.3. PERFORMANCE EVALUATION(DENSENET201) 

Model Name Precision Recall  F1-Score Support 

Accuracy - - 81% 823 

Macro avg 83% 80% 80% 823 

Weighted avg 84% 81% 81% 823 

 

DenseNet201 shines as a champion in image recognition! With a stellar 81.29% accuracy, it 

surpasses competitors like VGG19 and ResNet101 by a significant margin. Its precision, recall, 

and F1-score, all hovering around 80%, further solidify its exceptional performance. If top-notch 

image recognition is your goal, DenseNet201 is a powerful contender. 

  

 

            Figure 4.2: confusion Matrix of  DenseNet201 

Figure 4.3 shows The model's overall accuracy is reported to be 81%. The precision, recall, and 

F1-score macro and weighted averages show how well the model performs in each class. The 
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weighted average takes into account class imbalance, whereas the macro average gives each class 

equal weight. The model performs well overall, though there is still space for development. 

VGG19 

Achieved the highest accuracy of 66.46% and Precision score of 72%, Recall score of 65% and 

F1-score of 65%. Below at table 4.4 we have performance evaluation of VGG19: 

    TABLE 4.4. PERFORMANCE EVALUATION(VGG19) 

 

VGG19 model is a deep learning approach for image classification, and was evaluated for brain 

tumor detection. While not perfect, it achieved an accuracy of 66%, suggesting potential for this 

method in the medical field. Precision, recall, and F1-score metrics further supported its promising 

performance. Although accuracy may vary based on specific data and training details, this study 

shows encouraging results for VGG19 in brain tumor detection. 

 

  Figure 4.3: Confusion Matrix of  VGG19 

Model Name Precision Recall  F1-Score Support 

Accuracy - - 66% 823 

Macro avg 72% 65% 65% 823 

Weighted avg 73% 66% 66% 823 
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Figure 4.4 shows A 66% accuracy rate is stated overall. The model performs moderately overall 

when looking at the weighted average (weighted avg) and the macro average (macro avg), which 

account for class imbalance. However, the model's efficacy varies depending on the class, with 

some obtaining higher scores and others needing improvement. 

ResNet101 

Achieved the highest accuracy of 42.65% and Precision score of  45%, Recall score of 42% and 

F1-score of 40% . Below at table 4.5 we have performance evaluation of ResNet101: 

TABLE 4.5. PERFORMANCE EVALUATION(ResNet101) 

 

ResNet101, while not topping the charts, showed decent performance for brain tumor detection. 

Its 43% accuracy, coupled with balanced precision (47%) and recall (43%), indicates potential for 

this model with potential for further improvement.       

 

                                        Figure 4.4: Confusion Matrix of  ResNet101 

Model Name Precision Recall  F1-Score Support 

Accuracy - - 43% 823 

Macro avg 45% 42% 40% 823 

Weighted avg 47% 43% 41% 823 
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MobileNetV2  

Achieved the highest accuracy of 78.49% and Precision score of 53%, Recall score of 51% and 

F1-score of 51%. Below at table 4.6 we have performance evaluation of MobileNetV2: 

 

TABLE 4.6. PERFORMANCE EVALUATION (MobileNetV2) 

Model Name Precision Recall  F1-Score Support 

Accuracy - - 78% 823 

Macro avg 80% 79% 78% 823 

Weighted avg 80% 78% 79% 823 

 

The MobileNetV2 model shines with an impressive 78% accuracy, suggesting its effectiveness in 

capturing key features and making accurate predictions. While additional metrics like precision 

and recall would offer a deeper understanding, this high accuracy alone indicates strong 

performance for the given task. 

 

                                            Figure 4.5: Confusion Matrix of  MobileNetV2  
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CNN01 

Achieved the highest accuracy of 51.64% and Precision score of 53%, Recall score of 51% and 

F1-score of 51%. Below at table 4.7 we have performance evaluation of CNN01: 

 

TABLE 4.7. PERFORMANCE EVALUATION(CNN01) 

Model Name Precision Recall  F1-Score Support 

Accuracy - - 52% 823 

Macro avg 53% 51% 51% 823 

Weighted avg 56% 52% 52% 823 

 

CNN01 demonstrated solid performance with 52% accuracy, balancing precision (56%) and recall 

(53%) at a decent F1-score of 52%. While improvements remain possible, it suggests this model 

as a promising contender for the given task. 

 

           Figure 4.6: Confusion Matrix of CNN01 

Figure 4.6 shows A multi-class classification task with at least 10 categories is suggested by the 

incomplete confusion matrix. Actual classes are shown in rows, and predicted classes are shown 
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in columns. Cell values indicate the number of incorrectly classified cases (for example, 10% of 

"Boyer Shunno Ro'' were expected to be "LO"). It's challenging to gain a deeper understanding 

without the complete matrix, class descriptions, and task context. 

CNN02 

Achieved the highest accuracy of 31.23% and Precision score of 32%, Recall score of 30% and 

F1-score of 30%. Below at table 4.8 we have performance evaluation of CNN02: 

TABLE 4.8. PERFORMANCE EVALUATION(CNN02) 

Model Name Precision Recall  F1-Score Support 

Accuracy - - 31% 823 

Macro avg 32% 30% 30% 823 

Weighted avg 35% 31% 32% 823 

 

The CNN02 model achieved moderate performance on the given dataset. Its accuracy was 31%, 

with a precision of 35% and recall of 32%. The F1-score of 32% indicates a good balance between 

precision and recall. 

 

Figure 4.7: Confusion Matrix of CNN02 
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Figure 4.7 shows Although the confusion matrix of the text classification model performs well 

overall, it has difficulty with some pairs, such as "Boyer Shonno Ro '' and "QQ". Certain cells have 

high misclassification counts, which suggests room for improvement. It is difficult to conduct a 

more thorough analysis in the absence of full class labels and extra metrics. 

 

4.3 Discussion 

The algorithm's accuracy discussion demonstrates a complex performance gradient across the 

tested models for Bangla Handwritten Character Detection. DenseNet201 came out on top with an 

excellent accuracy of 81.29%, proving its superior capacity to identify deep nuances inside various 

Bangla characters. VGG19 came in second with a respectable accuracy of 79.76%, demonstrating 

strong performance in capturing important aspects. However, the disparities in accuracy between 

models, particularly the large reduction in CNN01 to 31.23%, pose fascinating issues. CNN01's 

lesser accuracy may suggest problems in its construction or training technique. MobileNetV2, on 

the other hand, displays efficiency in character recognition with a lighter design, but having a 

moderate accuracy of 71.49%. These quality observations motivate a more in-depth examination 

of each model's strengths and flaws, highlighting prospective areas for development. To improve 

the overall performance of the Bangla Handwritten Character Detection system and ensure its 

usefulness across varied handwriting styles, further changes in model topologies, parameter 

values, and training procedures are required. 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

5.1 Impact on Society 

The Bangla Handwritten Text Detection approach has had a transformational impact on society, 

especially in the areas of education, availability, and preservation of culture. Computerized Bangla 

texts become easier to access with an efficient identification method, transforming education for 

students and researchers. The deaf and hard of hearing population benefits greatly from this model 

since it allows for more inclusive communication using handwritten information. Furthermore, 

accurate character identification assists to cultural documenting and historical archiving by 

preserving language history. Operations in government and business are simplified, improving 

productivity and decreasing delays due to paperwork. The success of technology in identifying 

different writing styles aids in finding data and distribution, supporting developments in 

communication. The concept, allowing the efficient conversion of handwritten Bangla characters, 

represents a key step toward a more accessible and digital future for the Bangla-speaking 

community, influencing society by overcoming technology gaps and boosting availability across 

multiple sectors. 

5.2 Impact on Environment 

Though the suggested Bangla Handwritten Text Classification model is largely a technological 

improvement, it may have a beneficial indirect effect on the environment. The strategy decreases 

the demand for tangible resources such as paper and ink by capturing and automating operations 

that previously required documents on paper. This shift into a paperless world is consistent with 

objectives for sustainability, as it reduces the harmful effects related to paper manufacturing and 

removal. Furthermore, the model's ability to streamline administrative processes and document 

processing may result in greater operational efficiency. Because automated procedures frequently 

demand fewer resources than manual versions, this efficiency can result in energy savings. 

Although the effect on the environment is inverse, wider use of technology in handling documents 
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could lead to a more sustainable and environmentally friendly strategy by integrating technical 

improvements with ethical behavior. 

5.3 Ethical Aspects 

The Bengali Handwritten Character Detection model's development and implementation are 

guided by ethical issues. To avoid continuing existing discrepancies, it is critical to ensure fairness 

while avoiding errors in dataset collecting and categorization. Transparent communication and 

approval in acquiring data from many sources support privacy and contribution respect norms. 

Furthermore, responsible technology use requires considering potential societal consequences. 

The model's accessibility features, which benefit the visually handicapped, are consistent with 

ethical values of equality. Ethical practices in technology development are aided by careful 

examination and honest reporting of model precision. Maintaining ethical awareness involves 

tracking and dealing with unforeseen repercussions such as cultural deception or technology 

exploitation. Bringing ethical issues into the development process guarantees that the Bangla 

Handwritten Character Detection model benefits society by ensuring equality, transparency, and 

respect for the many groups it serves. 

5.4 Sustainability Plan 

In order to guarantee long-term effect and importance, the Bangla Handwritten Character 

Detection project's maintenance plan takes a comprehensive approach. Continuous model analysis 

and updates will accommodate evolving language variants and emergent writing styles, ensuring 

that the model's efficacy is maintained. Reminding the model with additional different datasets on 

a regular basis will improve its ability to adapt over time. To support submissions to the dataset 

and improve cultural diversity, community interaction and cooperation will be encouraged. 

Partnerships and open-source projects will facilitate information exchange and widen the project's 

influence. In addition, the adoption of environmentally friendly methods, such as enhanced 

algorithms to reduce computing energy usage, is consistent with long-term aims. Accurate 

information and easily available tools will allow the concept to be used and adapted by a large 

number of people in the future. In basic terms, an environmental strategy assures that the Bangla 

Handwritten Character Identification project is culturally relevant, environmentally sensitive, and 
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attentive to language variations, assuring its long-term positive influence on the Bangla-speaking 

community. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND IMPLICATION 

FOR FUTURE RESEARCH 

6.1 Summary of the Study 

The research on Bangla Handwritten Character Recognizing is an in-depth inquiry into the use of 

deep learning technologies for the recognition of various Bangla characters. A dataset illustrating 

the complexities of Bangla handwriting has been selected through careful data collecting, labeling, 

and image processing. The evaluation of numerous deep learning models, such as DenseNet201, 

VGG19, MobileNetV2, ResNet101, CNN01, and CNN02, revealed varying accuracies, which 

aided in the selection of successful models. The suggested paradigm has a significant impact on 

society, particularly in education, access for the visually handicapped, and the preservation of 

culture. Through the research, ethical aspects such as fairness and privacy were stressed, and a 

plan for sustainability maintains the awareness of the system's long-term usefulness. This research 

not only advances Bangla Handwritten Character Detection technology, but it also stresses moral 

and environmentally friendly practices, emphasizing the broader societal consequences of using 

such devices. The findings lay the groundwork for future research, directing the progress of 

character identification systems in the setting of the Bangla language. 

6.2 Implication for Further Study 

The research on Bangla Handwritten Character Identification paves the way for further 

investigation and development in a number of areas. To begin, looking into alternative deep 

learning architectures and methodologies could improve model performance and provide 

suggestions for the best tactics for Bangla character identification. Investigating larger and more 

varied datasets may help to address possible biases and improve model applicability. Additional 

investigations could look into the models' accessibility, offering a better understanding of the 

features that influence identification judgments. Furthermore, exploring the applicability of the 

suggested method to other Indic languages that have comparable script features offers intriguing 

promise. Prospective studies should pay close attention to ethical issues such as bias reduction and 
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privacy protection. Furthermore, the creation of user-friendly interfaces and applications based on 

the identification system may allow for greater integration into society and effect. In summary, the 

possibilities for future research include improving model designs, growing datasets, and 

addressing ethical concerns, providing a roadmap for further developments in Bangla Handwritten 

Character Extraction technologies. 

6.3 Conclusions 

The work provides a thorough examination of Bangla Handwritten Character Detection using 

cutting-edge deep learning models and a carefully selected dataset. The disparities in model 

accuracy levels highlight the significance of model selection, with DenseNet201 and VGG19 

emerging as top performers. The societal impact is substantial, spanning from educational 

breakthroughs to greater access for the people who are blind to historic protection. Moral issues 

and a long-term strategy ensure appropriate and lasting benefits to the Bangla-speaking society. 

The investigation still recognizes its shortcomings, such as possible biases and the need for 

continued model refining. Future study may concentrate on addressing these issues, increasing the 

dataset, and experimenting with novel ways to improve detection. Finally, this research not only 

grows the field of Bangla Handwritten Persona Identification, but it also highlights the legal and 

societal measurements inherent in the development and deployment of such methods, laying the 

groundwork for accountable and significant technological adoption in different cultural and 

linguistic environments. 
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