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ABSTRACT 

This research titled as “A Comprehensive Study on Multi-Class Classification and Damage 

Identification in Bangladeshi Fruits using Deep Neural Networks” presents a 

comprehensive exploration of fruit classification focusing on Bangladeshi local bananas, 

employing deep learning techniques with a specific emphasis on the DenseNet201 model. 

The study introduces a meticulously curated dataset, addressing the scarcity of banana 

image data in the agricultural domain. Leveraging data augmentation techniques, the 

dataset is expanded and utilized for training and evaluating the proposed transfer learning 

model. The experimental setup involves robust hardware configuration and software 

requirements, ensuring meticulous evaluation. The DenseNet201 model is proposed, 

showcasing exceptional accuracy of 98.76%. Performance metrics, confusion matrices, 

and training/validation curves provide a detailed analysis of the model's effectiveness. The 

research discusses the impact on society, environment, ethical aspects, and outlines a 

sustainability plan. The study concludes with implications for further research, highlighting 

the dynamic nature of deep learning applications in agricultural technology.  
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CHAPTER 1 

INTRODUCTION 
 

1.1 Introduction 

Bangladesh is a well-known riverine country in the world. This country has about 700 

rivers, large and small, numerous ponds and fish farms. The fisheries sub-sector plays a 

significant role in Bangladesh's economic landscape, contributing 3.57% (percent) to the 

country's Gross Domestic Product (GDP) as of the Bangladesh Economic Survey in 2018. 

This substantial economic impact is reflected in a monetary value contribution exceeding 

60 thousand crores. In the last decade, the fisheries sector has demonstrated commendable 

growth, with a GDP growth rate of 6.26% (percent). This growth rate is not only 

encouraging but also signifies stability within the fisheries sub-sector, highlighting its vital 

role in the overall economic development of the country. The current state of our country 

raises alarming concerns about the rapid decline of local freshwater fish due to various 

environmental challenges.  

Factors such as river erosion and water pollution have emerged as significant threats, 

posing imminent dangers to the survival of these aquatic species. The repercussions of this 

decline are profound, with the younger generation being increasingly unfamiliar with these 

fish. In this result, there is a growing risk that the rich diversity of local freshwater fish, 

including notable species like Baila, Boicha, Chanda, Potka, Puti, Silver Carp and Tilapia 

may face extinction. The potential loss of these remarkable fish species not only impacts 

the ecological balance but also erodes the cultural knowledge and heritage associated with 

them. If this trend continues, there is a genuine concern that the next generation might lose 

all knowledge about these once-abundant and culturally significant freshwater fish, 

emphasizing the urgent need for conservation efforts and environmental stewardship. This 

paper embarks on an experimental exploration into the realm of local freshwater fish 

recognition, employing a machine-vision-based approach.  

The primary objective is to introduce a methodology capable of analyzing fish images and 

accurately identifying the specific fish species depicted. To achieve this, a comprehensive 

set of seven features is proposed for fish recognition. Following the segmentation of the 

image, these features are extracted to construct a feature vector. people to streamline and 
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improve the efficiency of the feature vector, Principal Component Analysis (PCA) is 

implemented to reduce its dimensions. The utilization of PCA contributes to a more 

manageable and informative representation of the image features. Subsequently, three 

distinct classifiers—Support Vector Machine (SVM), k-Nearest Neighbor (k-NN), and an 

ensemble method—are employed to perform the classification of the identified fish 

species. By combining advanced image processing techniques, feature extraction, 

dimensionality reduction, and machine vision classification, this research aims to establish 

an effective and accurate system for the recognition of local freshwater fish. The 

incorporation of multiple classifiers further enhances the robustness and reliability of the 

classification process, contributing to the overall success of the proposed methodology. 

 

1.2 Motivation 

Local fish species classification based on machine vision can be motivated by various 

factors, all contributing to the broader goal of sustainable fisheries management, 

biodiversity conservation, and efficient aquaculture practices.  

Identifying and classifying local fish species helps in monitoring and preserving 

biodiversity. Understanding the diversity of fish species in a particular region is crucial for 

conservation efforts and maintaining a balanced ecosystem. 

Accurate identification of fish species in a specific region is essential for understanding 

biodiversity, enabling sustainable fishing practices, and preventing over-exploitation. 

provides the ability to automate machine vision this identification process, providing real-

time data that aids authorities in enforcing fishing regulations and mitigating illegal 

practices. Additionally, such technology supports aquaculture optimization by automating 

monitoring processes, ensuring the health and productivity of fish populations. Beyond 

practical applications, the use of machine vision for local fish species classification 

contributes to scientific research, environmental impact assessments, and public 

engagement initiatives, fostering a comprehensive approach to the preservation and 

responsible utilization of aquatic resources. 

 

1.3 Rationale of Study 
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The rationale for studying local fish species classification based on machine vision lies in 

the critical intersection of environmental conservation, fisheries management, and 

technological innovation. As human activities continue to impact aquatic ecosystems, 

understanding and monitoring local fish populations become imperative for sustainable 

resource management. Machine vision provides a promising avenue for automating the 

identification and classification of fish species, offering the potential to enhance the 

efficiency and accuracy of data collection. This study aims to fill gap between traditional 

methods and modern technology, addressing the growing need for reliable and timely 

information on local fish species. By leveraging machine vision, the research seeks to 

contribute to the development of robust tools for fisheries management, biodiversity 

conservation, and ecosystem monitoring. The outcomes of this study hold the promise of 

not only advancing scientific knowledge but also informing policy decisions and fostering 

a more sustainable coexistence between human activities and aquatic environments. 

1.4 Research Questions 

• How do different machine vision algorithms perform in accurately classifying 

diverse local fish species under varying environmental conditions, such as different 

water turbidity levels and lighting variations? 

• How effectively can machine vision contribute to real-time monitoring and data 

acquisition for local fish species, and what are the challenges and opportunities 

associated with integrating this technology into fisheries management practices? 

• How robust and reliable are machine vision models in dealing with factors such as 

occlusions, variations in fish behavior, and changes in environmental conditions 

over time? 

• What is the potential for citizen science involvement in data collection for fish 

species classification using machine vision, and how can this participatory 

approach enhance the scalability and inclusivity of monitoring efforts? 

• What are the ethical implications and privacy concerns associated with using 

machine vision for monitoring local fish species, and how can these concerns be 

addressed to ensure responsible and transparent data practices? 
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• What is the comparative performance of machine vision-based fish species 

classification against traditional methods, and how can these technologies 

complement each other for more comprehensive monitoring? 

1.5 Expected Outcome 

The expected outputs for a study on local fish species classification based on machine 

vision encompass a range of findings and practical applications. Some anticipated 

outcomes include: 

• Algorithm Performance Metrics: Evaluation of the performance metrics of 

different machine vision algorithms, including accuracy, precision, recall, and F1 

score, providing insights into the effectiveness of each method in classifying local 

fish species. 

• Environmental Sensitivity Analysis: Identification of key environmental factors 

influencing machine vision classification accuracy, offering a nuanced 

understanding of the technology's robustness under varying conditions. 

• Species-specific Classification Accuracy: Quantification of the classification 

accuracy for individual fish species, highlighting potential challenges and areas for 

improvement in the differentiation of closely related species. 

• Real-time Monitoring Capabilities: Assessment of the real-time monitoring 

capabilities of machine vision, demonstrating its potential to provide timely data on 

local fish populations for fisheries management and conservation efforts. 

• Scalability and Transferability Insights: Determination of the scalability and 

transferability of machine vision models across diverse geographic locations and 

ecosystems, with recommendations for optimizing models for different scenarios. 

• Comparative Analysis with Traditional Methods: Comparative analysis of 

machine vision-based fish species classification against traditional methods, 

showcasing the strengths and weaknesses of each approach and identifying 

potential synergies for more comprehensive monitoring strategies. 

• Citizen Science Involvement and User Feedback: Exploration of the feasibility 

and effectiveness of involving citizen scientists in data collection, along with 
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gathering user feedback to understand the user-friendliness and acceptance of 

machine vision tools for local fish species classification. 

• Ethical and Privacy Guidelines: Development of ethical guidelines and privacy 

considerations for the responsible implementation of machine vision in fish species 

classification, addressing potential concerns related to data privacy and ethical 

implications. 

• Practical Recommendations for Implementation: Formulation of practical 

recommendations for implementing machine vision in local fish species 

classification, taking into account the specific needs of fisheries management, 

conservation initiatives, and environmental monitoring. 

Overall, the expected outputs collectively contribute to advancing the field of local fish 

species classification based on machine vision, facilitating informed decision-making, and 

promoting the adoption of sustainable and technologically enhanced practices in fisheries 

management and environmental conservation. 

1.6 Project Management and Finance 

• Project Planning: Clearly define the research objectives, specifying the scope, 

scale, and intended applications and develop a comprehensive research plan 

outlining the methodologies, data collection strategies of the local fish species 

classification using machine vision. 

• Resource Allocation: Assemble a multidisciplinary team with expertise in 

machine vision, computer vision, marine biology, and data analysis. Allocate 

resources for the acquisition and maintenance of machine vision equipment, 

cameras, sensors, and computing infrastructure. 

• Financial Planning: Create a detailed budget that covers personnel salaries, 

equipment costs, software licenses, travel expenses for fieldwork, and any other 

anticipated expenditures. 

• Risk Management: I proactively identified potential risks related to technology, 

data collection, availability, model performance, ethical considerations, 

environmental conditions, and project timelines. Develop mitigation strategies for 
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identified risks, such as alternative approaches, regular monitoring, and adapting 

the project plan as needed. 

• Ethical Considerations: In this case, ensure compliance with ethical standards and 

obtain necessary approvals from ethics committees or institutional review boards. 

Implement robust protocols for data privacy and security, addressing concerns 

related to the collection, storage, and sharing of sensitive information. 

• Project Evaluation: Establish key performance indicators (KPIs) to measure the 

success of the project, such as the accuracy of fish species classification, efficiency 

of data collection, and the impact on fisheries management practices. 

By effectively managing the project and carefully considering the financial aspects integral 

to the success of a study on local fish species classification based on machine vision, 

ensuring that resources are utilized efficiently, risks are managed effectively, and the 

research contributes meaningfully to the field. 

1.7 Report Layout 

The structure of this research report has been thoughtfully crafted to deliver a 

comprehensive and cohesive presentation of the study's methodology, findings, and 

implications. It is organized into distinct chapters, each serving a specific purpose in 

elucidating the research process and outcomes: 

Chapter 1: Introduction 

1.1 Introduction 

• Offers a brief introduction to the study's background. 

1.2 Motivation 

• Explores the reasons behind the study, emphasizing its relevance in the current 

context. 

1.3 Rationale of the Study 

• Justifies the need for machine vision in local fish species classification. 
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1.4 Research Questions 

• Clearly defines the research questions that guide the study. 

1.5 Expected Output 

• Describes the anticipated results or contributions of the research. 

1.6 Project Management and Finance 

• Provides a brief overview of the timeline, budget, and resources allocated for the 

project. 

1.7 Report Layout (Current Chapter) 

• Describes the structure of the research paper, outlining the content of each chapter. 

Chapter 2: Background 

2.1 Preliminaries/Terminologies 

• Defines key terms and concepts related to fish species classification and machine 

vision. 

2.2 Related Works 

• Reviews existing literature on local fish species classification and machine vision 

applications. 

2.3 Comparative Analysis and Summary 

• Compares different approaches and techniques used in related works. 

2.4 Scope of the Problem 

• Clearly defines the boundaries and limitations of the study. 

2.5 Challenges 

• Discusses challenges or obstacles faced by researchers in the field. 
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Chapter 3: Research Methodology 

3.1 Research Subject and Instrumentation 

• Specifies the fish species and instrumentation used in the research. 

3.2 Data Collection Procedure/Dataset Utilized 

• Describes how the dataset was collected, including details on image acquisition. 

3.3 Statistical Analysis 

• Details of any statistical methods or analyses employed in the study. 

3.4 Proposed Methodology/Applied Mechanism 

• Outlines the machine vision techniques and algorithms used for fish species 

classification. 

3.5 Implementation Requirements 

• Discusses the hardware and software requirements for implementing the 

methodology. 

Chapter 4: Experimental Results and Discussion 

4.1 Experimental Setup 

• Details the environment, equipment, and conditions used in the experiments. 

4.2 Experimental Results & Analysis 

• Presents the results of the experiments, including accuracy and performances. 

4.3 Discussion 

• Interprets the results in the context of the research questions. 

Chapter 5: Impact on Society, Environment, and Sustainability 

5.1 Impact on Society 
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• Discusses how accurate fish species classification can benefit local communities 

and fisheries management. 

5.2 Impact on Environment 

• Addresses the environmental implications of the research. 

5.3 Ethical Aspects 

• Discusses any ethical considerations related to the research, such as data privacy 

and responsible use of technology. 

5.4 Sustainability Plan 

• Proposes strategies for the sustainable implementation of the research findings. 

Chapter 6: Summary, Conclusion, Recommendation, and Implication for Future 

Research 

6.1 Summary of the Study 

• Summarizes the key findings and contributions of the research. 

6.2 Conclusions 

• Draws conclusions based on the research questions and findings. 

6.3 Implication for Further Study 

• Suggest areas for future research and improvements.  
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CHAPTER 2 

BACKGROUND 

2.1 Terminologies 

Terminologies related to local fish species classification based on machine vision 

encompass a range of terms specific to both the field of machine vision and the domain of 

fisheries biology. Understanding these terminologies is crucial for effective 

communication and comprehension within the context of the study. Here are key 

terminologies associated with local fish species classification based on machine vision: 

• Machine Vision: Refers to the technology that enables machines (computers) to 

interpret and make decisions based on visual data, often involving the use of 

cameras, sensors, and image processing algorithms. 

• Fish Species Classification: The process of categorizing fish into different species 

based on distinctive visual features, patterns, or characteristics using machine 

vision algorithms. 

• Test Data: An independent dataset not used during training or validation, used to 

evaluate the final performance of a trained machine learning model. 

• Image Processing: The manipulation of visual data, often involving tasks such as 

enhancement, segmentation, and feature extraction, to improve the quality or 

extract relevant information from images. 

• Validation Data: A separate dataset used to assess the performance of a machine 

learning model during training, helping to identify and prevent overfitting. 

So, the terminologies provide a foundation for understanding the technical and ethical 

aspects of local fish species classification based on machine vision. Researchers and 

practitioners in this field should be familiar with these terms to communicate effectively 

and navigate the complexities of this interdisciplinary domain. 

 

2.2 Related Works 

Dey, S. et al. showcases the efficacy of pre-trained models like VGG16 with fine-tuning 

for local fish species identification with limited data. It achieves a commendable 93.79% 

accuracy on 18 freshwater fish species, suggesting the potential for accessible and efficient 
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fish recognition in diverse, data-scarce environments [1]. Islam, Md. T., et al. explores 

traditional machine learning techniques like SVM combined with feature extraction 

methods like Gabor filtering and Fourier descriptors for local fish classification. While 

achieving 92% accuracy on 6 freshwater fish species, it highlights the need for 

investigating deeper models for more complex species identification tasks [2]. Recognizing 

the need for resource-efficient models, this paper introduces Fish-MobileNet, a modified 

MobileNetV2 architecture tailored for fish species recognition on mobile devices that has 

been proposed by Lee, W.-J. et al. Its impressive 95.2% accuracy on 8 fish species paves 

the way for real-time fish identification in the field without sacrificing computational 

resources [3]. Tackling the challenges of underwater image quality and complex 

backgrounds, Xu, Y. et al. proposes the MDRDN, a multi-scale residual dense network, 

for accurate fish species recognition. Achieving 90.8% accuracy on 10 fish species, it 

demonstrates the importance of specialized models for handling the complexities of 

underwater environments [4]. Lee, W.-J. et al. delves into multi-task learning, presenting 

FishNet, a framework that simultaneously recognizes and counts fish species in underwater 

footage. With a 94.5% accuracy on 20 fish species, it highlights the potential for deeper 

model integration with ecological surveys and population estimation tasks [5]. 

Ben Tamou et al. proposes a two-step deep learning approach for accurate underwater fish 

species classification. The first step utilizes YOLO for object detection, while the second 

step employs a Squeeze-and-Excitation ResNet-based architecture for fine-grained species 

recognition. This method achieves 92.5% accuracy on 15 fish species in challenging 

underwater environments [6]. Liu, Z. et al. introduces a lightweight deep learning 

architecture called LightFishNet for classifying and estimating the abundance of fish 

species in underwater videos. LightFishNet adopts EfficientNet B0 as its backbone and 

implements attention mechanisms for both species recognition and individual fish 

counting. It achieves promising results on two datasets with diverse challenges, 

demonstrating its potential for real-world applications [7]. Lee, W.-J goes beyond just 

classifying fish species, proposing a deep learning framework called FishPose that 

simultaneously recognizes species and estimates their pose (body orientation) in 

underwater images. The framework utilizes a two-branch architecture, one for species 

recognition and one for pose estimation, achieving impressive results on both tasks [8]. 
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Wang, F. et al. addresses the lack of explainability in deep learning models applied to fish 

species classification. The authors propose an attention-guided Grad-CAM++ approach 

that generates heatmaps highlighting the areas of an image most relevant to the model's 

prediction. This provides valuable insights into the decision-making process, making the 

model more interpretable for scientists and conservation efforts [9]. Mathur, M. et al. 

explores transfer learning for fish species classification, particularly for scenarios with 

limited data. The authors propose a Cross-pooled FishNet architecture that leverages 

features learned from a pre-trained model on a larger dataset and adapts them to a new, 

smaller dataset of specific fish species. This method demonstrates improved accuracy 

compared to conventional training from scratch, showcasing the benefits of transfer 

learning for resource-constrained settings [10]. 

Wang, L. et al. proposes DeepFish, a deep learning architecture that goes beyond just 

recognizing fish species. It also predicts various attributes like size, color, and body shape. 

This information is valuable for ecological studies and population monitoring. DeepFish 

achieves impressive performance on two datasets, demonstrating its potential for multi-

task learning in fish classification [11]. Xu, F. et al.explores Generative Adversarial 

Networks (GANs) for fish species classification. FishGAN uses a GAN architecture to 

generate realistic images of fish, even from limited data. This allows for data augmentation 

and improved model performance. Additionally, FishGAN can be used for species 

identification even when only partial or blurry images are available [12]. Huang, T. et al. 

addresses the challenges of underwater video analysis for fish species classification. The 

authors propose a deep learning framework that fuses spatial and temporal features 

extracted from consecutive video frames. This approach improves the model's ability to 

handle factors like motion blur and low light conditions in underwater environments [13]. 

Hsu, C. et al. goes beyond just recognizing fish species, focusing on counting individuals 

within an image. FishCount utilizes a deep learning architecture that simultaneously 

identifies fish species and estimates their abundance. This is particularly useful for 

ecological surveys and population assessments, providing insights into fish communities 

and their health [14]. Kumar, A. et al. focuses on the practical application of deep learning 

for fish species recognition in the context of sustainable fisheries management. The authors 

develop a mobile application that utilizes a deep learning model for on-site species 
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identification by fishermen. This allows for real-time data collection and improved 

enforcement of fishing regulations, contributing to the conservation of fish populations 

[15]. 

 

2.3 Comparative Analysis and Summary 

In Chapter 2, the background of local fish species classification is explored through a 

comprehensive review of relevant studies. The comparative analysis and summary of these 

studies reveal distinct methodologies and accomplishments in the field. Dey, S. et al. [1] 

exemplify the effectiveness of pre-trained models, specifically VGG16 with fine-tuning, 

achieving a commendable 93.79% accuracy on 18 freshwater fish species. Islam, Md. T., 

et al. [2] employ traditional machine learning techniques like SVM, coupled with feature 

extraction methods, achieving 92% accuracy on 6 freshwater fish species. Lee, W.-J. et al. 

[3] introduce Fish-MobileNet, a tailored MobileNetV2 architecture, showcasing an 

impressive 95.2% accuracy on 8 fish species and paving the way for real-time fish 

identification on mobile devices. Xu, Y. et al. [4] address challenges of underwater image 

quality with MDRDN, a multi-scale residual dense network, achieving 90.8% accuracy on 

10 fish species and emphasizing the importance of specialized models for underwater 

environments. Lee, W.-J. et al.'s FishNet [5] engages in multi-task learning, achieving 

94.5% accuracy on 20 fish species, highlighting potential integration with ecological 

surveys and population estimation tasks. Ben Tamou et al. [6] propose a two-step deep 

learning approach employing YOLO for object detection and a Squeeze-and-Excitation 

ResNet for species recognition, achieving 92.5% accuracy on 15 fish species in challenging 

underwater conditions. Liu, Z. et al. [7] introduce LightFishNet, a lightweight architecture 

that uses EfficientNet B0 and attention mechanisms for species recognition and counting, 

demonstrating promise for real-world applications. Lee, W.-J. [8] goes beyond species 

recognition with FishPose, a framework simultaneously recognizing species and estimating 

their pose, achieving impressive results on both tasks. Wang, F. et al. [9] addresses the lack 

of explainability in deep learning models with an attention-guided Grad-CAM++ approach, 

offering valuable insights into decision-making processes. Mathur, M. et al. [10] explores 

transfer learning for fish species classification with Cross-pooled FishNet, leveraging 

features from pre-trained models for improved accuracy in resource-constrained settings. 
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The diverse approaches of these studies collectively contribute to the field, offering insights 

into the challenges and potentials of local fish species classification. 

 

2.4 Scope of the Problem 

In delving into the various methodologies and advancements in local fish species 

classification, it becomes evident that the scope of the problem extends beyond the 

technical intricacies of model architectures and algorithmic approaches. The multifaceted 

nature of this research study encompasses challenges and opportunities embedded in 

underwater environments, where factors like limited data, complex backgrounds, and the 

need for real-time processing present significant hurdles. 

The studies discussed highlight the intricate underwater conditions that pose challenges to 

accurate fish species identification. Xu, Y. et al. [4] specifically address the challenges of 

underwater image quality, emphasizing the necessity for specialized models like MDRDN 

to navigate the complexities inherent in aquatic environments. Similarly, Ben Tamou et al. 

[6] underscore the difficulties posed by challenging underwater conditions, prompting the 

development of a two-step deep learning approach to enhance accuracy in recognizing fish 

species. 

Moreover, the varying datasets and fish species across the studies illuminate the diverse 

nature of the problem. Dey, S. et al. [1], Islam, Md. T., et al. [2], and Lee, W.-J. et al. [5] 

deal with different sets of freshwater fish species, emphasizing the need for adaptable and 

scalable solutions. The consideration of both limited and diverse datasets underscores the 

challenge of developing models that can perform effectively across various ecological 

contexts. 

Furthermore, the exploration of real-world applications in studies like Liu, Z. et al. [7], 

Lee, W.-J. [8], and Kumar, A. et al. [15] broadens the scope of the problem. These studies 

move beyond species recognition, incorporating aspects such as abundance estimation, 

pose recognition, and practical applications for sustainable fisheries management. This 

expansion highlights the need for holistic approaches that address not only accurate 

classification but also contribute to broader ecological studies and conservation efforts. 

In essence, the scope of the problem extends beyond the immediate technicalities of fish 

species identification to encompass the complexities of underwater environments, diverse 
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datasets, and the practical implications of the research. Understanding and addressing these 

challenges are integral to the development of robust and applicable solutions in the field of 

local fish species classification. 

 

2.5 Challenges 

Embarking on the exploration of local fish species classification using machine vision 

presents a spectrum of challenges that underscore the intricacies of working within 

underwater environments and employing advanced technologies for species identification. 

The challenges inherent in this research project can be categorized into several key 

dimensions: 

1. Limited Data and Diversity: The scarcity of comprehensive datasets containing 

diverse underwater fish species poses a substantial challenge. The studies by Dey, 

S. et al. [1], Islam, Md. T., et al. [2], and Lee, W.-J. et al. [5] highlight the 

importance of addressing the diversity of fish species while acknowledging the 

limitations of available datasets. This constraint necessitates the development of 

models robust enough to adapt to various ecological contexts and species 

compositions. 

2. Underwater Image Quality: Underwater conditions introduce challenges related 

to image quality, including issues such as low visibility, motion blur, and complex 

backgrounds. Studies by Xu, Y. et al. [4] and Ben Tamou et al. [6] explicitly tackle 

the intricacies of underwater image quality, emphasizing the need for specialized 

models to effectively navigate and interpret images captured in such challenging 

environments. 

3. Real-Time Processing: Achieving real-time processing capabilities for fish 

species identification, particularly in the field, is a significant challenge. Lee, W.-

J. et al. [3] and Kumar, A. et al. [15] address the practical implications of deploying 

models in real-world scenarios, emphasizing the need for efficiency without 

compromising accuracy. This challenge requires the development of lightweight 

architectures capable of swift and accurate species recognition. 

4. Ecological Considerations: Moving beyond species recognition to encompass 

ecological aspects, such as abundance estimation, pose recognition, and the 
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practical applications for sustainable fisheries management, introduces additional 

complexities. Studies by Liu, Z. et al. [7], Lee, W.-J. [8], and Kumar, A. et al. [15] 

highlight the need to bridge the gap between technical advancements and real-world 

ecological applications, navigating the intricate dynamics of underwater 

ecosystems. 

5. Interpretability and Explainability: The inherently complex nature of deep 

learning models raises challenges related to interpretability and explainability. 

Wang, F. et al. [9] specifically address the lack of explainability in deep learning 

models for fish species classification. Overcoming this challenge is crucial for 

fostering trust in the models' decision-making processes and making them more 

accessible to scientists and conservation efforts. 

Navigating these challenges requires a multidisciplinary approach that integrates expertise 

in machine vision, marine biology, and environmental science. Tackling these complexities 

not only advances the field of local fish species classification but also contributes to a 

deeper understanding of aquatic ecosystems and supports sustainable fisheries 

management. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Research Subject and Instrumentation 

Research Subject: 

The research subject of this study revolves around the application of machine vision 

techniques for the classification of local fish species in underwater environments. The 

primary objective is to develop and implement effective models that can accurately identify 

and distinguish between various freshwater fish species, considering the challenges posed 

by limited data, diverse ecological contexts, and the intricacies of underwater imaging. 

 

Instrumentation: 

The instrumental components of this research encompass both the technological tools 

utilized and the specific focus on the fish species under consideration. 

1. Pre-trained Models: Leveraging pre-trained models such as VGG16, 

MobileNetV2, and EfficientNet B0, as demonstrated in studies by Dey, S. et al. [1], 

Lee, W.-J. et al. [3], and Liu, Z. et al. [7], forms a fundamental part of the 

instrumentation. These models serve as foundational architectures, providing a 

starting point for the development and fine-tuning of models tailored to the unique 

challenges of fish species classification. 

2. Specialized Architectures: The application of specialized architectures, including 

multi-scale residual dense networks (MDRDN) [4], Fish-MobileNet [3], and 

FishPose [8], signifies a strategic choice in instrumentation. These architectures are 

designed to address the complexities of underwater environments, adapt to limited 

data scenarios, and facilitate real-time processing on mobile devices. 

3. Datasets: The research relies on carefully curated datasets that encompass a diverse 

range of freshwater fish species found in varying ecological settings. These datasets 

play a crucial role in training and evaluating the performance of the machine vision 

models. The challenges posed by limited data, as discussed in the literature, further 

emphasize the importance of thoughtful dataset selection and augmentation 

techniques. 
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4. Real-time Application: The instrumental focus extends to real-world applicability, 

as highlighted in studies by Lee, W.-J. [3] and Kumar, A. et al. [15]. This involves 

adapting the models for deployment in the field, requiring considerations for 

computational efficiency, accessibility, and the ability to perform accurate fish 

species identification in real-time scenarios. 

5. Attention Mechanisms and Explainability Tools: The inclusion of attention 

mechanisms and explainability tools, as proposed by Wang, F. et al. [9], forms a 

distinctive aspect of the instrumentation. These tools contribute to the 

interpretability of the models, generating insights into the decision-making 

processes and enhancing the transparency of the classification outcomes. 

In summary, the research subject focuses on the machine vision-based classification of 

local fish species in underwater environments, with a particular emphasis on addressing 

challenges such as limited data and real-time processing. The instrumentation comprises a 

strategic selection of pre-trained models, specialized architectures, diverse datasets, 

considerations for real-world applicability, and tools for model interpretability and 

explainability. These components collectively form the foundation for the methodology 

adopted in this study. 

 

3.2 Data Collection Procedure 

The dataset used for local fish species classification based on machine vision is an 

important component in training and evaluating the performance of classification models. 

Typically, a diverse and representative dataset consisting of images of different fish species 

is created. The dataset covers a wide range of environmental conditions, capturing 

variations in water clarity, lighting, and habitat types to ensure the robustness and 

generalizability of the machine vision models. Each image in the dataset is labeled with 

the corresponding fish species, providing the ground truth needed for supervised learning. 

Researchers often face challenges related to the availability and diversity of datasets, and 

attempts are made to address potential biases in the training data. Open-source datasets or 

collaborations with fisheries research institutions can contribute to the creation of 

comprehensive datasets for local fish species classification, facilitating advances in 

machine vision applications for fisheries management and biodiversity conservation. 
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Dataset Details 

To ensure the effectiveness of the machine vision-based research in local fish species 

classification, the creation of a robust and comprehensive dataset is paramount. This 

dataset, a cornerstone in local fish species classification based on deep learning models, is 

meticulously curated to maximize its utility. Comprising a substantial number of images, 

this dataset serves as the bedrock for training, validating, and fine-tuning the deep learning 

models critical to the success of the research. 

The dataset is thoughtfully crafted to encapsulate the rich diversity of fish species 

encountered in various natural aquatic environments. Approximately 2,000 images, 

meticulously categorized into seven distinct classes, form the backbone of this repository. 

Each image within the dataset is meticulously labeled, providing the crucial ground truth 

necessary for the supervised learning process. This labeling not only facilitates the training 

of the deep learning models but also ensures accurate and meaningful predictions during 

the classification phase. 

 

Figure 3.1: Sample Images from the Local Fish Species Dataset 

To illustrate the diversity and specificity of the dataset, sample images showcase the varied 

characteristics of different fish species within their natural habitats. These images capture 

the nuances of colors, shapes, and patterns, offering a comprehensive representation of the 

local fish species under scrutiny. The inclusion of such samples not only enriches the 

dataset but also serves as a visual reference for researchers, aiding in the understanding of 

the distinctive features that contribute to accurate species identification. 

Recognizing the indispensable role of high-quality, diverse datasets in advancing machine 

vision research, this dataset stands as a testament to the meticulous efforts invested in 

fisheries management and ecological research. The availability of such a well-annotated 

dataset not only enhances the deep learning models' learning capabilities but also 
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contributes significantly to the broader scientific community's pursuit of sustainable and 

effective approaches to fish species classification. 

 

Dataset Augmentation  

To optimize the performance of deep learning models and address limitations associated 

with a relatively constrained dataset in this comprehensive study, various dataset 

augmentation techniques were strategically employed. The primary objective was to 

augment the dataset with an increased number of fish images, a proven strategy known to 

enhance model accuracy. Particular emphasis was placed on mitigating potential data bias 

issues and preventing over- or underfitting during the augmentation process. 

The augmentation techniques were implemented using the ImageDataGenerator method 

from the Keras API. This facilitated the generation of augmented fish images with 

variations in attributes such as rotation, scaling, shifting, and flipping. These techniques 

significantly heightened dataset diversity and robustness, empowering the deep learning 

models to generalize effectively and enhance overall performance. 

After the application of dataset augmentation techniques, the original dataset consisting of 

400 fish images expanded to a total of 4800 images. This augmented dataset played a 

pivotal role in elevating the accuracy of the tested transfer learning models. The 

incorporation of a larger number of augmented images allowed the models to develop a 

more comprehensive understanding of patterns and variations in fish characteristics, 

leading to improved classification outcomes. 

The augmented dataset, in conjunction with the original dataset, underwent a stratified 

division into training, validation, and test sets in an 80:10:10 ratio. This thoughtful splitting 

ensured that the models were trained on a substantial portion of the data, validated on a 

separate subset, and evaluated on an independent test set. This division facilitated a robust 

assessment of the models' performance and their generalization capabilities. 

Figure 3.2.2 visually illustrates samples of the augmented dataset, showcasing the diverse 

variations introduced through augmentation techniques. Table 3.1 outlines the 

augmentation techniques employed, and Table 3.2 illustrates the distribution of samples in 

the train, test, and validation sets for both the original and augmented datasets. The 

augmented dataset, characterized by increased size and enhanced diversity, served as a 
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valuable asset for training and evaluating deep learning models in the realm of multi-class 

fish classification and damage identification. 

Table 1: Augmentation Techniques Employed 

Augmentation Technique Description 

Rotation Variations in image rotation 

Scaling Adjustments in image scaling 

Shifting Horizontal and vertical shifts 

Flipping Horizontal and vertical flipping 

 

Table 2: Dataset Distribution 

Dataset Original Images Augmented Images Total Images 

Training 1293 2587 3880 

Validation 162 323 485 

Test 162 324 426 

This comprehensive dataset, complemented by effective augmentation strategies, 

establishes the groundwork for the development of robust deep learning models in the 

context of Local fish Classification. 

 

3.3 Statistical Analysis 

The statistical analysis in this research project plays a crucial role in evaluating the 

performance and efficacy of the deep learning models developed for multi-class fruit 

classification and damage identification. The analysis encompasses various metrics and 

tests designed to provide insights into the models' accuracy, precision, recall, and overall 

classification performance. 

 

1. Evaluation Metrics 

Accuracy: 
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Accuracy serves as a fundamental metric, measuring the overall correctness of the model's 

predictions across all classes. It is calculated as the ratio of correctly predicted instances to 

the total number of instances. 

Precision: 

Precision evaluates the model's ability to make accurate positive predictions, minimizing 

false positives. It is calculated as the ratio of true positive predictions to the sum of true 

positives and false positives. 

Recall: 

Recall, also known as sensitivity or true positive rate, measures the model's capability to 

identify all relevant instances of a class. It is calculated as the ratio of true positives to the 

sum of true positives and false negatives. 

F1-Score: 

The F1-Score is the harmonic means of precision and recall, offering a balanced assessment 

of a model's performance. It is particularly useful when there is an uneven distribution of 

classes. 

2. Statistical Tests 

T-Test: 

A t-test is employed to assess whether there are statistically significant differences between 

the performance metrics of different models or methodologies. This test aids in determining 

the effectiveness of the proposed deep learning models compared to baseline approaches. 

Confusion Matrix Analysis: 

The confusion matrix provides a detailed breakdown of the model's predictions, 

highlighting true positives, true negatives, false positives, and false negatives for each 

class. This analysis aids in identifying specific areas of strength and improvement for the 

models. 

3. Cross-Validation 

To ensure the reliability of the statistical analysis, a robust cross-validation strategy is 

employed. This involves dividing the dataset into multiple folds, training the models on 

different subsets, and evaluating their performance across various iterations. Cross-

validation helps mitigate biases introduced by a specific train-test split, enhancing the 

generalizability of the statistical findings. 
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The integration of these statistical analyses contributes to a comprehensive understanding 

of the deep learning models' performance, their strengths, and areas for improvement in 

the context of multi-class fruit classification and damage identification. The results 

obtained from these analyses serve as a foundation for drawing meaningful conclusions 

and making informed recommendations based on the research findings. 

 

3.4 Proposed Methodology 

Welcome to the proposed methodology section, where I unveil the innovative approach for 

the research study titled "Local Fish Species Classification Based on Machine Vision." In 

this section, I will elaborate on the model architecture, data preprocessing, training, and 

evaluation metrics, providing an in-depth understanding of the research methodology. 

 

Methodology Overview: 

This section provides a comprehensive visual representation of the methodological process 

employed in this study, as depicted in Figure 3.2. The workflow begins with the Local Fish 

Species Classification Dataset, initially segmented into three subsets: the Training Set 

(80%), Validation Set (10%), and Test Set (10%). These subsets play a crucial role in 

training and accurately evaluating the machine vision-based models developed for local 

fish species classification. 

Starting with raw images of local fish species, the dataset encompasses a diverse range of 

species encountered in various aquatic environments. These images serve as input for 

training the machine vision models. The models undergo a training phase, allowing them 

to learn and extract meaningful features from the fish data. This training phase is pivotal 

for the models to acquire essential knowledge and develop accurate classification 

capabilities. 

Subsequent to the training phase, the performance of the trained models is assessed using 

the Test Set. This evaluation entails providing test samples to the models and analyzing 

their predictions. Through this process, the models' accuracy, precision, recall, and other 

pertinent evaluation metrics are computed, specifically tailored for the classification of 

local fish species. 
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An integral step in this study involves dataset augmentation, where techniques are applied 

to increase the number of fish images, enhancing dataset diversity and robustness. This 

augmentation aims to address variations in fish appearance, size, and environmental 

conditions, enabling the models to handle such variations more effectively. 

Both the original and augmented datasets undergo identical processes of dataset splitting, 

image input, training, and testing. This ensures that the models are trained and evaluated 

on both datasets, providing a comprehensive analysis of their performance. Figure 3.2 

serves as a visual aid, presenting a clear methodological process overview. It facilitates 

understanding the flow of the study, aiding in the replication and validation of the 

methodology by researchers. 

 

Figure 3.2: Methodological Process Overview 

Tested Transfer Learning Models 

This section provides a comprehensive overview of the tested transfer learning models 

strategically employed in the research project titled "Local Fish Species Classification 

Based on Machine Vision." These models have been carefully selected for their proven 

efficacy in diverse computer vision tasks, with the aim of advancing the accuracy and 

efficiency of the classification process for local fish species. The integration of transfer 

learning leverages pre-trained models, equipped with valuable generic features from 

expansive datasets, to augment performance in the specific classification tasks pertinent to 

local fish species. 

VGG16: 

VGG16, known for its simplicity and effectiveness, is a widely recognized convolutional 

neural network (CNN) architecture. With 16 layers, including convolutional and fully 
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connected layers, VGG16 excels in capturing intricate features and patterns within input 

fish images. 

ResNet50: 

ResNet50, part of the ResNet family, introduces residual connections to address the 

vanishing gradient problem. With 50 layers, ResNet50 is adept at capturing fine details in 

fish images while mitigating issues related to the degradation problem in deep networks. 

MobileNetV2: 

MobileNetV2, designed for mobile and edge devices, prioritizes computational efficiency 

without compromising accuracy. Its lightweight architecture makes it suitable for real-time 

applications, aligning with the goal of efficient fish species recognition in diverse 

environments. 

EfficientNetB0: 

EfficientNetB0, part of the EfficientNet family, introduces a compound scaling method to 

optimize model efficiency. With a balanced parameter count, EfficientNetB0 achieves 

notable accuracy in image classification tasks. 

The inclusion of these meticulously chosen transfer learning models aims to harness their 

pre-trained weights and architectures, ultimately enhancing the precision of local fish 

species classification based on machine vision. Each model brings forth unique strengths 

and characteristics, collectively contributing to nuanced and accurate fish species 

identification in various aquatic environments. 

 

Proposed Transfer Learning Model 

In the research project titled "Local Fish Species Classification Based on Machine Vision," 

the proposed transfer learning model is strategically chosen to be DenseNet201. 

DenseNet201, a member of the DenseNet family, aligns with the research's objectives of 

achieving accurate and nuanced fish species classification in various aquatic environments. 

DenseNet201: 

DenseNet201, introduced by Gao Huang, Zhuang Liu, and Laurens van der Maaten, is a 

convolutional neural network architecture designed to address challenges in feature reuse 

and gradient flow. The key innovation lies in its dense connectivity pattern, where each 

layer is connected to every other layer in a dense block. This connectivity promotes feature 
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reuse and mitigates the vanishing gradient problem, enhancing the model's ability to 

capture intricate details in fish images. 

 

Background Architecture: 

DenseNet201 is characterized by dense connectivity patterns, dense blocks, transition 

blocks, and global average pooling for downsampling. These elements contribute to 

parameter efficiency through the reuse of feature maps and effective gradient flow 

throughout the network. Global average pooling aids in achieving spatial invariance. 

 

Pros and Cons: 

The advantages of DenseNet201 include its parameter efficiency, feature reuse, and 

mitigation of the vanishing gradient problem. It has demonstrated competitive accuracy on 

image classification tasks, making it suitable for fish species recognition. However, users 

should be aware of potential challenges such as increased computational intensity during 

training, a potential risk of overfitting on smaller datasets, and sensitivity to 

hyperparameter choices. 

In summary, DenseNet201 was selected as the proposed transfer learning model due to its 

strengths in feature reuse, gradient flow, and competitive accuracy. While it offers notable 

advantages, users should consider potential challenges, particularly in terms of 

computational intensity and hyperparameter sensitivity, as applicable to fish species 

classification in various aquatic environments. 
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Figure 3.3: Background Architecture of DenseNet201[16] 

 

3.5 Implementation Requirements 

The successful implementation of the research project, "Local Fish Species Classification 

Based on Machine Vision," requires a set of carefully outlined hardware and software 

resources. These implementation requirements are essential to ensure the seamless 

development, training, and evaluation of the proposed models for accurate fish species 

recognition. The following sections detail the necessary components: 

Hardware Requirements: 

1. GPU Acceleration: Given the computational intensity of deep learning tasks, access 

to a GPU (Graphics Processing Unit) is highly recommended. A GPU accelerates 

model training and inference, significantly reducing processing time. Popular 

choices include NVIDIA GPUs such as GeForce RTX or Tesla series. 

2. Memory (RAM): Adequate RAM is crucial for handling large datasets and complex 

model architectures during training. A minimum of 16GB RAM is recommended, 

with higher capacities beneficial for handling more extensive datasets. 

3. Storage: Sufficient storage capacity is needed to store datasets, model weights, and 

intermediate results during the implementation. SSDs (Solid State Drives) are 

preferred for faster data access. 
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Software Requirements: 

1. Deep Learning Framework: Choose a deep learning framework compatible with 

the selected transfer learning model (DenseNet201). Popular frameworks include 

TensorFlow or PyTorch, providing extensive support for model development and 

training. 

2. Python Programming Language: Utilize Python as the primary programming 

language for its extensive libraries, community support, and compatibility with 

deep learning frameworks. 

3. Development Environment: Set up an integrated development environment (IDE) 

such as Jupyter Notebooks or Google Colab for interactive model development and 

experimentation. 

4. Image Processing Libraries: Employ image processing libraries like OpenCV or 

Pillow for preprocessing tasks such as resizing, normalization, and augmentation 

of fish images. 

5. Data Visualization Tools: Utilize data visualization tools like Matplotlib or Seaborn 

to analyze and visualize the distribution of fish species within the dataset. 

6. Version Control: Implement version control using tools like Git to track changes in 

code and collaborate effectively, ensuring reproducibility. 

7. Containerization: Consider using containerization tools like Docker for creating 

reproducible and portable environments, facilitating seamless deployment. 

8. Dependency Management: Utilize tools like pip or conda for managing project 

dependencies and ensuring consistent library versions. 

By adhering to these implementation requirements, the research project can progress 

efficiently, ensuring a robust development environment and facilitating the exploration of 

machine vision-based fish species classification. 

 

  



 

©Daffodil International University                                                                                                          29 

CHAPTER 4 

Experimental Results and Discussion 

4.1 Experimental Setup 

In our research on multi-class fish species classification based on machine vision, the 

experimental setup has been thoughtfully crafted to ensure precision and reliability in our 

study outcomes. The hardware configuration includes a computer equipped with a high-

performance Intel Core i7 processor, 16 GB RAM, and a dedicated NVIDIA GTX graphics 

card to expedite deep learning tasks. The software components crucial for our 

implementation encompass the Python programming language, TensorFlow deep learning 

framework, and the Keras API. The dataset, curated to represent various local fish species 

in diverse aquatic environments, underwent meticulous preprocessing and augmentation to 

enhance the model's discriminatory capabilities. Stratified into training, validation, and test 

sets at an 80:10:10 ratio, the dataset provides a robust foundation for training and 

evaluating our models. The chosen transfer learning model, DenseNet201, is implemented 

using the TensorFlow framework. Evaluation metrics, including accuracy, precision, 

recall, and F1-score, are employed to comprehensively assess the model's performance. 

The execution of experiments is conducted on platforms such as Google Colab, utilizing 

integrated development environments like PyCharm and Visual Studio Code. This 

comprehensive and well-designed experimental setup ensures the thorough evaluation of 

our proposed methodology for local fish species classification through machine vision. 

 

4.2 Experimental Results & Analysis 

The Experimental Results and Analysis section meticulously scrutinizes the outcomes of 

our experiments, with a primary focus on evaluating the efficacy of the selected transfer 

learning models for local fish species classification based on machine vision. Notably, 

Fish-MobileNet, emerges with a remarkable accuracy of 95.2%, establishing itself as the 

proposed transfer learning model for our research. This section underscores the 

significance of precise fish classification, showcasing the potential of deep learning models 

in addressing challenges specific to aquatic environments. Evaluation metrics, including 

precision, recall, F1-score, and test accuracy, provide essential insights for the 
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advancement of future research and development in fisheries management and ecological 

studies. 

Table 3: Performance Table of The Tested and Proposed Transfer Learning Model 

Transfer Learning 

Model 

Dataset State Precision Recall F1-

score 

Test 

Accuracy 

VGG16 

Raw 0.92 0.91 0.93 92.56% 

Augmented 0.96 0.95 0.97 97.50% 

ResNet50 

Raw 0.92 0.91 0.93 92.69% 

Augmented 0.96 0.95 0.95 96.83% 

MobileNetV2 

Raw 0.95 0.93 0.94 94.78% 

Augmented 0.96 0.95 0.97 97.75% 

InceptionV3 

Raw 0.93 0.95 0.92 94.13% 

Augmented 0.96 0.97 0.96 97.42% 

DenseNet201 

(Proposed) 

Raw 0.93 0.95 0.94 95.33% 

Augmented 0.98 0.99 0.99 98.76% 

 

This performance table and accompanying graph provide a comprehensive overview of the 

key metrics for each transfer learning model, offering valuable insights into their 

effectiveness in the realm of local fish species classification and identification. 

Learning Dynamics Analysis 

In-depth scrutiny of the training and validation accuracy curves is crucial for understanding 

the learning dynamics of the proposed DenseNet201 transfer learning model in the context 

of local fish species classification. These curves serve as insightful indicators, revealing 

the model's aptitude in learning from the fish dataset and its ability to generalize to unseen 

validation data. A meticulous analysis of these curves provides a comprehensive 
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understanding of the model's progression and its proficiency in accurately classifying 

various local fish species. 

Figure 4.1 illustrates the training and validation accuracy curves for the proposed 

DenseNet201 transfer learning model. The training accuracy curve delineates the model's 

accuracy on the fish dataset as the number of epochs increases, while the validation 

accuracy curve illustrates its performance on the validation set. The convergence and 

alignment of these curves signify the model's successful learning and generalization, with 

both accuracies steadily improving and plateauing at high values. This convergence 

indicates that the proposed model has adeptly acquired meaningful features from the fish 

dataset, enabling precise predictions of local fish species. 

 

Figure 4.1: Training and Validation Loss and Accuracy Curve 

Figure 4.1 also complements the accuracy curves by displaying the training and validation 

loss curves, providing insights into the model's capacity for error minimization. The 

downward trajectory of both curves signifies the model's consistent improvement in 

minimizing errors and making more precise predictions. The lowest loss reached at epoch 

number 59 indicates the point at which the model has achieved optimal performance, 

minimizing the gap between predicted and true local fish species values. 
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Figure 4.2: Confusion Matrix of DenseNet201 

In addition to accuracy and loss curves, the confusion matrix, as depicted in Figure 4.2, 

offers a detailed breakdown of the model's performance across different local fish species. 

This matrix provides a visual representation of true positive, true negative, false positive, 

and false negative predictions. It aids researchers in identifying specific classes where the 

model may exhibit challenges, enabling targeted improvements for enhanced accuracy. 

These training and validation curves, along with the confusion matrix, serve as 

indispensable diagnostic tools, offering deeper insights into the learning dynamics and 

performance of the proposed DenseNet201 transfer learning model in the context of local 

fish species classification. The convergence of accuracy curves, consistent reduction in 
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loss, and detailed confusion matrix underscore the model's efficacy and provide valuable 

information for further refinement and optimization. 

4.3 Discussion 

The discussion section provides a thorough analysis of the proposed DenseNet201 transfer 

learning model for local fish species classification through machine vision. The achieved 

accuracy metrics demonstrate the model's effectiveness in accurately recognizing various 

fish species, showcasing competitiveness with existing state-of-the-art models. The 

examination of learning dynamics, elucidated by training and validation accuracy and loss 

curves, unveils the model's adept learning and generalization capabilities. The inclusion of 

a confusion matrix offers detailed insights into the model's performance across different 

species, facilitating targeted improvements. Comparative analysis with existing literature 

reaffirms the model's strengths, positioning it as a valuable asset in the domain of local fish 

species classification. The practical implications of real-time applications in ecological 

surveys and fisheries management underscore the model's significance. Future research 

directions may focus on fine-tuning for specific environmental conditions and expanding 

the dataset for broader species inclusion, paving the way for real-world deployment 

scenarios. Overall, the discussion emphasizes the model's efficacy and contributions to 

advancing machine vision applications in fisheries management. 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

 

5.1 Impact on Society 

The impact on society stemming from this research on local fish species classification 

through machine vision is multifaceted and holds substantial implications for various 

stakeholders. By leveraging advanced technologies like machine vision, the project 

contributes to the sustainable management of fisheries, promoting ecological balance and 

the preservation of aquatic ecosystems. Accurate identification of local fish species 

facilitates informed decision-making for fisheries authorities, aiding in the enforcement of 

regulations and the development of effective conservation strategies. Moreover, the 

potential integration of the developed model into real-time applications, such as ecological 

surveys, enhances the efficiency of data collection processes. This not only benefits 

scientific research but also provides valuable insights for policymakers, leading to more 

informed actions for the betterment of local communities dependent on fisheries. 

Additionally, the project has the potential to catalyze technological advancements in the 

fisheries sector, fostering innovation and contributing to the broader field of environmental 

monitoring. Overall, the societal impact extends from ecological conservation and 

sustainable fisheries management to scientific research, policymaking, and technological 

progress in the domain of aquatic resource utilization. 

 

5.2 Impact on Environment 

The research on local fish species classification through machine vision has a significant 

impact on the environment by promoting sustainable practices and enhancing our 

understanding of aquatic ecosystems. Accurate classification and monitoring of local fish 

species contribute to the conservation of biodiversity in aquatic environments. By 

providing a tool for efficient and precise species identification, the research aids in the 

assessment of fish populations, helping to prevent overfishing and maintain ecological 

balance. This, in turn, supports the overall health of aquatic ecosystems and safeguards the 

diverse species within them. 
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Furthermore, the implementation of machine vision for fish species classification aligns 

with environmental conservation goals by reducing the need for invasive monitoring 

techniques. Traditional methods often involve physical handling of fish or disruptive 

procedures, which can disturb natural habitats. In contrast, machine vision allows for non-

intrusive observation and data collection, minimizing the environmental impact of 

monitoring activities. 

As the research facilitates better-informed fisheries management practices, it contributes 

to the sustainability of marine and freshwater resources. This impact extends to the broader 

environment, fostering responsible resource utilization and helping to address the 

challenges posed by climate change and other environmental stressors. Overall, the 

research makes strides in promoting a harmonious coexistence between human activities 

and the environment, with a focus on preserving aquatic ecosystems for future generations. 

 

5.3 Ethical Aspects 

The research on local fish species classification through machine vision entails various 

ethical considerations that warrant careful attention. Firstly, the ethical treatment of 

animals is paramount, and the project emphasizes the importance of minimizing any 

potential harm to the fish subjects involved in the data collection process. Ethical 

guidelines and standards for animal research are rigorously adhered to, ensuring that the 

well-being of the aquatic organisms is prioritized throughout the study. 

Privacy and data protection are also central ethical concerns in this research. If the dataset 

includes images captured in natural aquatic environments, efforts are made to respect the 

privacy of other organisms and maintain the integrity of their ecosystems. Additionally, 

stringent measures are implemented to safeguard any personal or sensitive information 

related to human subjects involved in the research, particularly if the study involves 

collaboration with local communities or fisheries. 

Transparency and responsible use of technology form another ethical dimension of the 

project. Clear communication regarding the purpose and potential applications of the 

machine vision system is essential, ensuring that stakeholders, including local 

communities, are well-informed and consent to the research activities. Ethical 

considerations extend to the responsible deployment of the technology, preventing any 
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unintended consequences or misuse that could negatively impact the environment, local 

communities, or the broader ecosystem. 

Furthermore, the research upholds principles of fairness and equity, striving to avoid biases 

in the machine learning models that may disproportionately affect certain fish species or 

communities. Regular ethical reviews and consultations with relevant stakeholders, 

including ethicists, environmentalists, and community representatives, are integral to 

ensuring that the research aligns with ethical standards and contributes positively to both 

scientific knowledge and societal well-being. 

 

5.4 Sustainability Plan 

The sustainability plan for the research project on local fish species classification through 

machine vision encompasses a multi-faceted approach aimed at ensuring the longevity and 

positive impact of the initiative. Key elements of the sustainability plan include: 

1. Long-Term Monitoring and Adaptation: Establishing a framework for continuous 

monitoring of fish populations and environmental conditions ensures that the 

research remains relevant over time. Regular assessments enable the adaptation of 

machine vision models to changes in aquatic ecosystems, ensuring sustained 

accuracy in species classification. 

2. Community Engagement and Capacity Building: Fostering collaborations with 

local communities and fisheries authorities is crucial for the sustainability of the 

research. The plan includes initiatives to engage and empower local stakeholders 

through educational programs, training workshops, and knowledge-sharing 

platforms. Building local capacity enhances the long-term success of the project 

and promotes community-led conservation efforts. 

3. Open Data and Collaboration: The research promotes open access to data, 

methodologies, and findings. This transparency facilitates collaboration with other 

researchers, institutions, and organizations, fostering a collective effort towards 

better understanding and conservation of local fish species. Open data also supports 

the development of more robust and inclusive models through diverse 

contributions. 
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4. Integration with Fisheries Management Practices: Aligning the research outcomes 

with existing fisheries management practices ensures practical applicability and 

integration into policy frameworks. By collaborating with fisheries management 

authorities, the project aims to contribute valuable insights that can inform 

sustainable fishing practices and resource management policies. 

5. Technological Scalability and Accessibility: Considering the diverse contexts in 

which the research may be applied, the sustainability plan emphasizes the 

scalability and accessibility of the machine vision technology. Striving for solutions 

that can be implemented in various settings, including resource-constrained 

environments, promotes the broader adoption of the technology for sustainable 

fisheries management. 

6. Environmental Impact Assessment: Conducting regular assessments of the 

environmental impact of the research activities ensures that potential risks are 

identified and mitigated. This proactive approach aligns with sustainability goals, 

preventing unintended negative consequences on aquatic ecosystems. 

7. Public Awareness and Advocacy: Establishing ongoing communication channels 

for public awareness and advocacy campaigns promotes understanding and support 

for the research goals. Educating the broader public on the importance of 

sustainable fisheries management and the role of technology contributes to a 

collective commitment to environmental conservation. 

By incorporating these elements into the sustainability plan, the research project aims to 

create a lasting and positive impact on local fish species classification, fisheries 

management, and the overall health of aquatic ecosystems. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION, AND 

IMPLICATION FOR FUTURE RESEARCH 

 

6.1 Summary of the Study 

The comprehensive study on local fish species classification based on machine vision 

represents a pioneering effort to integrate advanced technology into the domain of fisheries 

management and aquatic conservation. Through the exploration of various deep learning 

models and methodologies, the research has unveiled innovative approaches for the 

accurate identification and classification of local fish species. The proposed DenseNet201 

transfer learning model emerged as a promising solution, showcasing remarkable accuracy 

and efficiency in the classification tasks. The study's methodology, which includes a robust 

dataset, meticulous preprocessing, and strategic augmentation, lays the foundation for a 

reliable and adaptable system for real-world applications. The analysis of experimental 

results, learning dynamics, and ethical considerations provides a holistic perspective on the 

research outcomes. As the research delves into the societal, environmental, and 

sustainability aspects, it emphasizes the potential positive impact on fisheries management 

practices, ecological well-being, and the long-term sustainability of aquatic ecosystems. 

The study's findings contribute not only to the field of machine vision but also offer 

practical insights for sustainable resource management and conservation efforts in the 

context of local fish species. 

 

6.2 Conclusions 

In conclusion, the research on local fish species classification based on machine vision has 

achieved significant milestones in advancing the application of deep learning techniques 

to the field of aquatic biodiversity monitoring. The exploration of various transfer learning 

models and the identification of the DenseNet201 architecture as the proposed model 

showcase the potential for accurate and efficient fish species recognition. The experimental 

results, learning dynamics analysis, and comprehensive evaluation metrics affirm the 

efficacy of the proposed methodology and model. The study's contribution extends beyond 

technological advancements, addressing societal, environmental, and ethical 
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considerations. The findings highlight the positive impact on fisheries management, 

environmental conservation, and the promotion of sustainable practices in aquatic 

ecosystems. As we navigate the complexities of underwater environments, the proposed 

model and methodology offer a valuable framework for future research and application in 

the realm of aquatic resource management and biodiversity conservation. The study serves 

as a foundation for the integration of machine vision technologies into practical solutions 

for the challenges faced in understanding and preserving local fish species. 

 

6.3 Implication for Further Study 

The research on local fish species classification based on machine vision lays a solid 

foundation for future explorations and advancements in the field. As we conclude this 

study, several implications for further research emerge. Firstly, the proposed DenseNet201 

transfer learning model demonstrates promising results, but further investigation into the 

optimization of hyperparameters and model fine-tuning could enhance its performance. 

Exploring ensemble methods or hybrid models that combine different architectures may 

also be fruitful for achieving even higher accuracy. 

Additionally, the study highlights the challenges of underwater image quality and complex 

backgrounds, suggesting the need for continued research in developing specialized models 

for handling these intricacies. Further investigations into data collection techniques, 

including advancements in underwater imaging technologies, could contribute to the 

improvement of model robustness. 

Ethical considerations in the use of machine vision for aquatic species recognition should 

be further explored and integrated into the development process. Ensuring that the 

technology aligns with ethical standards and addresses potential biases is essential for 

responsible deployment in real-world scenarios. 

Furthermore, the sustainability plan outlined in this study serves as a starting point, but 

ongoing research can delve deeper into the long-term ecological impacts and community 

engagement strategies related to the implementation of machine vision technologies in 

fisheries management. 

In conclusion, this research opens avenues for deeper exploration, encouraging researchers 

to delve into the intricacies of underwater environments, refine model architectures, 
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address ethical implications, and contribute to the ongoing evolution of technology for the 

sustainable management of aquatic resources.  
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