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Abstract: In modern automobiles, the infotainment system is crucial for enhancing driver and
passenger capabilities, offering advanced features such as music, navigation, communication, and
entertainment. Leveraging Wi-Fi, cellular networks, NFC, and Bluetooth, the system ensures con-
tinuous internet connectivity, providing seamless access to information. However, the increasing
complexity of IT connectivity in vehicles raises significant cybersecurity concerns, including potential
data breaches and exposure of sensitive information. To enhance security in infotainment systems,
this study applied component-level threat modeling to a proposed infotainment system using the
Microsoft STRIDE model. This approach illustrates potential component-level security issues im-
pacting privacy and security concerns. The study also assessed these impacts using SAHARA and
DREAD risk assessment methodologies. The threat modeling process identified 34 potential security
threats, each accompanied by detailed information. Moreover, a comparative analysis is performed
to compute risk values for prioritizing treatment, followed by recommending mitigation strategies
for each identified threat. These identified threats and associated risks require careful consideration
to prevent potential cyberattacks before deploying the infotainment system in automotive vehicles.

Keywords: cybersecurity; infotainment; threat modeling; risk assessment; threat mitigation

1. Introduction

The infotainment system has integrated information and technology to enhance the safety
and convenience of the drivers and passengers of automotive vehicles. The integration consists
of various factors such as passenger’s mobile devices, surrounding vehicles, remote servers,
drivers, traffic infrastructure, environment, and so on. It is predicted that nearly all new cars
made by 2035 will have internet connectivity [1]. The integration can provide many advan-
tages, such as access to various information as the vehicle is always connected to the internet.
But the problem is the system becomes vulnerable to cyberattacks from adversaries [2,3]. The
interconnection of the wider range of services with automobiles increases security vulnera-
bilities and incidents of car hacking are being reported more frequently [4]. All these facts
motivate the emphasis on security research in automotive vehicles.

The automotive vehicle’s infotainment system intricately connects to complex net-
works, forming a sophisticated ecosystem that enhances the driving experience. These
systems seamlessly integrate with various networks, including the internet, internal vehicle
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area networks (VANs) connecting electronic control units (ECUs), car sensors, and wireless
technology like Wi-Fi as illustrated in Figure 1. Internet connectivity enables real-time
navigation updates, streaming services, and over-the-air software updates. Internal VANs
ensure efficient data exchange among different vehicle components, while Wi-Fi connectiv-
ity enables hands-free calling and media streaming with smartphones. Telematics systems
utilize cellular networks for remote diagnostics and vehicle tracking, connecting to the
cloud and using GPS for accessing location-related information. This network connectivity
also facilitates communication with other vehicles, devices, and individuals. This intricate,
heterogeneous network connectivity not only offers numerous features to drivers and
passengers but also presents cybersecurity challenges, leading to continuous efforts to
safeguard connected vehicles from potential threats.

Infotainment System

Rear Seat
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Other ECUs
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Figure 1. The heterogeneous connectivity of the infotainment system of an automotive vehicle.

The in-vehicle infotainment (IVI) system uses in-vehicle network services, including
Wi-Fi connectivity, beside remote functionalities such as conventional navigation, radio
playback, and multimedia functions to establish a link between the vehicle and the external
world [5]. Because of the existence of these remote interfaces and interconnected services,
the system might become susceptible to potential vulnerabilities. The adversaries might
try to access the system’s weaknesses by performing unauthorized manipulation from
a remote location [6,7]. IVI system services were detected with a vulnerability as an
adversary tried to attain root privileges and establish remote access through the Wi-Fi
interface in [8]. Such access can result in manipulation of the system’s configuration and the
adversary might obtain access to sensitive user information [9,10]. As the users can access
personal information through Bluetooth while driving, it can also be an attack surface for
the adversary [11]. The existing countermeasures might not be sufficient to counter these
forms of attacks.

The in-vehicle applications might face security challenges, especially those related to
Inter-Component Communication (ICC), which have received concern in [12]. It is identi-
fied that malicious applications might be able to manipulate or deceive the system, resulting
in the potential exposure of sensitive user data to unauthorized access. One vulnerability
lies in the Controller Area Network (CAN) bus, where the broadcast transmission is at
risk due to the network’s bus topology. Messages are exchanged between ECUs across
the entire network without authentication or encryption, posing a severe threat [13,14].
This vulnerability in the CAN bus could be exploited by adversaries, leading to potential
vehicle attacks or even the complete takeover of ECUs through the transmission of spoofed
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messages [15]. In response to these challenges, researchers have developed frameworks
aimed at mitigating these security risks.

An adversary can bypass safety-critical systems in vehicles, taking control of automotive
functions and potentially compromising driving performance [16–18]. Khan et al. introduced
a Microsoft STRIDE-based framework for cyber-physical systems that focuses on component
vulnerabilities and their inter-dependencies, enhancing security [19]. However, addressing
vulnerabilities in each component is crucial to prevent a loss of control over the entire security
system. The incorporation of Threat Analysis and Risk Assessment (TARA) becomes crucial
to maintaining an acceptable risk level by analyzing potential threats and implementing
corresponding mitigation strategies [20]. Nevertheless, it is noteworthy that this framework
primarily engages in theoretical threat analysis during the conceptual design phase and not
during the security evaluation phase upon the vehicle’s release. Based on these studies, it is
needed to address these issues to enhance modern automotive security.

To improve the security of the IVI system, the paper has focused on identifying
security vulnerabilities and threats using the Microsoft threat modeling tool STRIDE at the
component level. It also focused on calculating risk value to determine the potential risk of
the threats using risk assessment methodologies, specifically SAHARA and DREAD. It has
provided a comparative analysis of the two methods and based on that it will be easy to
understand which threats to prioritize first for mitigation. Finally, generalized mitigation
strategies are provided that ultimately lead to an overall improvement in the IVI system’s
security [21,22].

The paper is arranged as follows: Section 2 outlines the research methodology,
Section 3 outlines the details of different threat and risk assessment methodologies, Section 4
outlines the evaluation of threats and risk rating, Section 5 contains results and discussion,
and finally, Section 6 directs the paper to the conclusion.

2. Methodology

The motivation of this research is to conduct threat modeling and risk assessment and
provide mitigation strategies to counter potential threats to the IVI system. This is achieved
by adopting the approach sequentially at the component level, as illustrated in Figure 2.

Develop Use
Case Scenario

Drive System
Components

Data Flow Diagram

Threat ModelingRisk Assessment Provide Mitigation to
Threats

STRIDE Threat
Model

SAHARA DREAD

Figure 2. The step-by-step research methodology.

During the procedure, the use case scenario explains the way in which the attack may
occur by the adversary. It is important to consider the components that are proposed to
develop an infotainment system. To achieve the research objective, the first step involved
the identification and outlining of the system components, followed by creating a data flow
diagram (DFD). Subsequently, STRIDE is employed to conduct threat modeling, resulting
in the generation of a threat report that outlines the identified threats. Additionally, risk
assessment is carried out using SAHARA and DREAD methodologies, allowing for the
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calculation of risk values. Based on the identified threats, general defense mechanisms are
proposed to enhance security.

2.1. Use Case Scenario

The onboard computer controls all the operations that occur in the infotainment
system of the automotive vehicle. The driver may use Near Field Communication (NFC),
Bluetooth, Wi-Fi or a cellular network (3G/4G/5G) to transfer data and information. The
CAN bus is used by the onboard computer to communicate with the sub-sections of the
automotive vehicle. While communicating with the outside world or transferring data,
the data paths can be attacked by the adversary, as illustrated in Figure 3. An attacker is
any person, including an insider, group, or entity that engages in adverse acts to damage,
expose, disable, steal, obtain unauthorized access to, or otherwise misuse a resource [23].
The paper considered only NFC, Bluetooth, Wi-Fi, cellular networks and the CAN bus as
attack surfaces but other surfaces can also be attack points for the attackers.

Infotainment
System

Attack by an
Adversary

Legend

 CAN : Control Area Network         
 NFC : Near Field Communication

    Data Communication

.....

CAN Bus

Remote Server Other Vehicles

Satellite Car Passenger NFC

BluetoothWi-Fi

Cellular
Network

3G/ 4G/ 5G

Figure 3. Use case scenario of research scope of an infotainment system of an automotive vehicle.

2.2. Proposed System Components

The key components of an infotainment system of an automotive vehicle with their
functions and interactions are represented in Figure 4. Each component receives input and
generates output to perform specific actions. The system includes an onboard computer,
NFC, video buffer, touch screen controller, touch screen, rear screen, car audio system with
microphone and speaker, camera, Wi-Fi and cellular network, digital radio, Bluetooth, USB
interface, portable media player, CAN bus, car automation network, GPS and temperature
sensor [24–27].

A typical IVI system is centered around an onboard computer that serves as the processor
of the system, to which all other system elements are connected physically or wirelessly. The
core human–machine interface (HMI) consists of a large touch screen placed on the dashboard
for easier access by the driver [28]. NFC enables wireless communication between devices,
allowing for secure transactions, and device connectivity with a simple touch. Video buffering
involves pre-loading data segments for streaming video content, which are stored in a reserved
section of memory. A touchscreen controller is a circuit that connects the touchscreen sensor
to the touchscreen device. If the vehicle is equipped with a rear seat, passengers can play
media from various sources on monitors located behind the front-seat headrests, functioning
similarly to a smart TV [29]. The video buffer, touchscreen controller, and rear screen are
connected to both the touch screen and onboard computer, allowing for data processing by
the onboard computer and input control through the touch screen.
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Figure 4. Proposed system components needed to design IVI system.

The car’s audio system is equipped with a microphone and speaker for audio input
and output by the user, allowing for multimedia playback and hands-free calling. The
camera captures visual data for functions like rear view display and driver assistance [30].
The Wi-Fi and cellular network provide wireless connectivity for data communication and
internet access, enabling access to web content, streaming, and email while driving [31].
The digital radio receives and processes digital signals for audio playback. Bluetooth
enables wireless communication with external devices like smartphones, while the USB
interface allows for data transfer and device charging.

The portable media player plays multimedia content from external devices [32]. The
CAN bus facilitates communication among different ECUs in the vehicle, while the car au-
tomation network enables communication among different vehicle systems for automation
and control. A car automation network can include a range of driver assist technologies
such as parking assistant, lane keeping, driving assistant and traffic jam assistant, etc. These
systems enhance driving convenience and safety, but the driver must continuously monitor
the roadway and be ready to intervene immediately to maintain safety. Finally, the GPS and
temperature sensor provide location and temperature data, which are used for navigation
and climate control functions. Overall, the proposed infotainment system includes a wide
range of components that work together to provide a better infotainment experience for
users in the car.

2.3. DFD

In Figure 5, the DFD presents a detailed depiction of the system components under
consideration for threat modeling and their associated data flows. It illustrates processes
such as the onboard computer, NFC, Bluetooth, Wi-Fi and cellular network, and CAN
bus, highlighting how they receive input data, perform actions, and produce output. The
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diagram shows data flows as arrows, representing the transfer of information between
various system components, with processes symbolized by circles.
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Figure 5. DFD based on the considered components of IVI system for threat modeling (considered
components: onboard computer, NFC, Wi-Fi and cellular network, Bluetooth, CAN BUS).

3. Threat and Risk Assessment Methodologies

This section represents an overview of different threat modeling and risk assessment
methodologies.

3.1. Threat Modeling Tools

Threat modeling is the method to identify, catalog, and prioritize dangers that assist in the
way of development of effective defenses against threats. Simply, it aims to address questions
like “Where could the system be vulnerable to threats?”, “Which threats are most significant?”,
and “Where are the system’s weaknesses?”. According to a specialized document from the
National Institute of Standards and Technology (NIST), a threat model encompasses the ability
to address both offensive and defensive aspects of a logical entity. This entity could be data, a
host, an application, a system, or an entire environment [33]. There are various threat models
available such as PASTA (Process for Attack Simulation and Threat Analysis), Attack Tree,
CVSS (Common Vulnerability Scoring System), OCTAVE (Operationally Critical Threat, Asset,
and Vulnerability Evaluation), VAST (Visual, Agile and Simple Threat modeling), LIND-
DUN (Linkability, Identifiability, Non-Repudiation, Detectability, Disclosure of Information,
Unawareness, Non-Compliance), STRIDE, and so on.

3.1.1. PASTA

PASTA, created by Tony UcedaVélez in 2012, is a framework for threat modeling that
focuses on risks [34]. Although UcedaVélez categorizes it as risk-centric, PASTA takes
an attacker-focused approach but ultimately produces results centered on assets. The
framework aims to provide a comprehensive strategy for addressing risks from diverse
and advanced threats.

PASTA is structured into seven stages, each comprising various activities. The first
stage focuses on developing risk profiles by setting objectives that include business, fi-
nancial, and operational goals, along with security and compliance requirements. This
phase also involves conducting a Business Impact Analysis (BIA) and concludes with the
creation of a comprehensive risk profile. In the second stage, the technical scope is outlined
through a series of five activities designed to understand the technology framework and
define the boundaries of the technical environment. This stage involves identifying depen-
dencies across infrastructure, applications, and software. It includes cataloging software
components, system-level services, and third-party infrastructure while ensuring the secure
design’s integrity.

In the third stage, the focus shifts to the internal structure of the software system,
where the model analyzes its components and their interactions, encompassing both
computational and data aspects. Moving to the fourth stage, the emphasis is on identifying
threats and understanding their impact on the attack surface. In PASTA, threats are
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identified through analyst insights, threat intelligence reports, and known attack databases,
prioritizing those proven in real-world scenarios.

In the fifth stage, the primary objective is to map identified vulnerabilities across various
assets, including the application and its infrastructure, to the previously identified threats
and attack scenarios. This process uses formal methodologies like threat trees to establish
connections between threats and different categories of vulnerabilities. Once vulnerabili-
ties are identified, they are systematically listed and evaluated using standard methods for
enumeration and scoring. In the sixth stage, threats are specifically linked to vulnerabilities
using an Attack Tree. This diagram outlines the conditions required for an attack to succeed,
with the root representing the final outcome. The final stage synthesizes information from all
previous steps. This involves assessing risks to business practices, identifying gaps in security
controls, and determining how to effectively mitigate these risks.

PASTA involves key decision-makers and incorporates security input from various
domains. It concentrates on understanding business impact, researching threats, and develop-
ing effective countermeasures [35]. However, its main drawback lies in its complexity and
resource-intensive nature, which can overwhelm organizations with limited cybersecurity
expertise and resources, potentially leading to analysis and inaccurate risk assessments.

3.1.2. Attack Tree

Attack Trees or attack graphs, devised by Bruce Schneier in 1999, were initially intro-
duced as a standalone methodology and have since been integrated with other frameworks
and approaches. They depict attacks on a system using a hierarchical structure, where the
attack objective forms the root and the methods to achieve it extend as branches or leaves.
Despite their effectiveness in identifying threats, creating adaptable Attack Trees can pose
challenges. Nodes are meticulously analyzed to assess their impact, often employing data
flow diagrams for clarity [23]. Constructing the tree typically involves iterative decom-
position of the attack goal. Once all leaf nodes are identified, likelihood markers can be
assigned, a step requiring thorough research into each aspect [36]. During the exploration of
various methods to achieve the goal, it frequently becomes evident that multiple pathways
exist to achieve it.

Attack graphs illustrate intricate attack scenarios but tend to be visually dense [37].
On the other hand, Attack Trees excel in simulating “what-if” scenarios but may encounter
difficulties with interactive profiling [38]. In complex systems, Attack Trees can be con-
structed for individual components rather than the entire system. When utilized, Attack
Trees facilitate making informed security decisions, assessing system vulnerabilities, and
evaluating specific types of attacks [36]. Therefore, Attack Trees are especially valuable for
assessing threats from an attack perspective [39].

3.1.3. CVSS

CVSS is a methodology utilized to assess the severity of vulnerabilities through
numerical scores, providing a standardized system across various cyber platforms. It
comprises three metric groups: Base, Temporal, and Environmental, each incorporating
specific metrics [40]. Analysts assign values to these metrics to compute a CVSS score.
The Base metrics produce a score between 0 and 10, which can be further adjusted by
incorporating the Temporal and Environmental metrics. Additionally, a CVSS score is
represented as a vector string, providing a concise textual summary of the values used in
the calculation.

CVSS scores assess the fundamental attributes of a threat and the effects of risk
factors, taking into consideration the time elapsed since the vulnerability was identified. It
includes mechanisms for security teams to customize risk scores based on specific system
configurations. Despite its widespread use, there are concerns about the transparency of
score calculations and potential discrepancies among different experts’ interpretations [41].
CVSS is commonly complemented by other threat modeling methodologies in practice.
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3.1.4. OCTAVE

OCTAVE, launched by Carnegie Mellon University (Pittsburgh, PA, USA) and the CERT
Division of the Software Engineering Institute (SEI), Pittsburgh, PA, USA in 2003, was
crafted to create a streamlined and efficient process for assessing information security risks.
It prioritizes minimizing resource investment in terms of time and personnel. In contrast to
solely concentrating on technological risks, OCTAVE places significant emphasis on evaluating
organizational risks.

The original OCTAVE methodology consists of three phases. Initially, it begins with the
creation of asset-based threat profiles. This step entails identifying the valuable information
assets within an organization, assessing their existing protection measures, and prioritizing
them based on their importance. The most critical assets are selected, and their specific
security requirements are documented. Moving to the second phase, the analysis team
evaluates the organization’s information infrastructure. Vulnerabilities are identified based
on the insights gathered from the threat profiles developed in the first phase. Finally, in the
last phase, the team devises a comprehensive security strategy and implements plans to
mitigate risks associated with the protection of critical assets [42].

3.1.5. VAST

VAST, developed by Anurag Agarwal, is rooted in the commercial threat modeling
platform, ThreatModeler, which heavily employs automation [43]. This method is suitable
for large organizations, enabling comprehensive coverage of both software development
lifecycles and entire infrastructures, yielding actionable results for various stakeholders.
In addition to automation, VAST emphasizes integration and collaboration. In practice,
VAST entails developing two types of models: application threat models and operational
threat models. Application threat models utilize process flow diagrams to illustrate the
architecture, whereas operational threat models adopt an attacker-centric perspective
derived from these diagrams [35].

3.1.6. LINDDUN

LINDDUN, akin to STRIDE for security vulnerabilities, is a threat modeling technique
emphasizing privacy and data security. It identifies privacy breaches by considering as-
pects like linkability, where attackers merge information to connect with specific systems.
Identifiability associates potential subjects with items of interest. Non-Repudiation poses a
threat where attackers make credible yet false claims that are difficult to refute. Detectability
enables attackers to determine the presence of an item. Disclosure of information occurs
when personal or sensitive data is unintentionally or intentionally exposed to unauthorized
parties. Content unawareness poses a threat when users share excessive information, poten-
tially aiding attacker identification or leading to erroneous user actions due to inaccurate
data. Moreover, policy and content noncompliance indicate situations where personal and
sensitive information might be disclosed despite the presence of privacy policies [44].

3.1.7. STRIDE

Microsoft STRIDE is a robust tool designed to identify cybersecurity threats, structured
around an acronym that encapsulates six primary threat categories: Spoofing, Tampering,
Repudiation, Information Disclosure, Denial of Service, and Elevation of Privilege. These
categories correspond to key security objectives: authenticity, integrity, non-repudiation,
confidentiality, availability, and authorization. Using the STRIDE method, each component
of an infotainment system undergoes thorough analysis, highlighting vulnerabilities sus-
ceptible to one or more threats from each category. This approach ensures comprehensive
coverage of potential security risks across all system elements. Table 1 outlines the security
properties linked to specific threat categories. As shown in Table 1, an external entity is
exposed to two threat categories, a process is susceptible to all six threat categories, a unidi-
rectional data flow contends with three threat categories, and a data store is vulnerable to
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three threat categories [45,46]. Notably, a component may confront multiple threats within
a single category.

Table 1. Categorization of threats for each DFD element.

STRIDE Category External Entity Process Data Flow Data Store

Spoofing ✓ ✓

Tampering ✓ ✓ ✓

Repudiation ✓ ✓

Information Disclosure ✓ ✓ ✓

Denial of Service ✓ ✓ ✓

Elevation of Privilege ✓

The STRIDE tool initiates the threat modeling process by presenting a DFD. Subsequently,
a threat report is generated based on this DFD, encompassing information about threat
categories, threat descriptions, and proposed mitigation strategies. For instance, Figure 5
illustrates an interaction involving STRIDE, specifically from NFC to the onboard computer
(NFC_to_OBC). According to the STRIDE tool, three distinct threats are identified for this
interaction: Denial of Service, Information Disclosure, and Tampering. As data flow from the
NFC to the onboard computer, it can become a target for attackers in these ways. Similarly,
threat reports are generated for other interactions within the infotainment system.

Despite the availability of these models, the paper used the STRIDE threat modeling
tool. This choice is based on the tool’s wide acceptance in both academia and industry,
as well as its ability to identify threats at the component level. It is an open-source tool
provided by Microsoft and is free [47]. It specifically focuses on identifying vulnerabilities
and weaknesses in application security. A comprehensive analysis of these threat modeling
methods is given in Table 2.

Table 2. Advantages and disadvantages of the threat modeling methods.

Threat Modeling
Methodology Attack Perspective Advantages Disadvantages

PASTA [34] Risk centric The model is DFD-based and suggests
mitigation techniques. The model is not automatic.

Attack Tree [36] Attacker The model identifies
all possible attack vectors.

The model is not DFD-based and
does not suggest mitigation
techniques. The model lacks
automation and may become

overly complex for large systems.

CVSS [48] Scoring
The model is automatic and provides a

standardized method for evaluating
vulnerabilities.

The model is not DFD-based and
does not suggest

mitigation techniques.

OCTAVE [42,49] Operational risks

The model offers four threat trees to
aid threat modelers in contemplating

additional threats: human actors
employing technical means, human

actors utilizing physical access,
technical problems, and

miscellaneous issues.

The model is not DFD-based
and automatic.
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Table 2. Cont.

Threat Modeling
Methodology Attack Perspective Advantages Disadvantages

VAST [50] Attacker The model is DFD-based, automatic,
and suggests mitigation techniques.

The requirement to create two
types of models may increase the

complexity and resource
requirements for organizations.

LINDDUN [51] Privacy concerns The model is DFD-based, and suggests
mitigation techniques. The model is not automatic.

STRIDE [52,53] Defender

The model is DFD-based and suggests
mitigation techniques. The model is

automatic and identifies vulnerabilities
at the component level.

The results may be inconsistent.

3.2. Risk Assessment Methodologies

The complex architecture of modern vehicles can be vulnerable to cyberattacks as the
entire system is a combination of the risks associated with each interconnected component [54].
Recently, researchers have brought to light 14 vulnerabilities found in the infotainment systems
across various BMW series [55]. This underscores the urgent need to address the risks associated
with threats throughout the entire development process. According to the definition provided
by the NIST, the risk is defined as “A measure of the extent to which an entity is threatened by a
potential circumstance or event, and typically a function of: (i) the adverse impacts that would
arise if the circumstance or event occurs; and (ii) the likelihood of occurrence” [56]. Meanwhile,
risk assessment is explained as “The process of identifying, estimating, and prioritizing risks to
organizational operations (including mission, functions, image, or reputation), organizational
assets, individuals, and other organizations, resulting from the operation of a system” [57].
Various risk assessment methodologies provide frameworks for evaluating cybersecurity risks
in automotive systems, including FMVEA, SHIELD, CHASSIS, SAHARA, DREAD, the TARA
approach outlined in SAE J3061, and so on.

3.2.1. FMVEA

The FMVEA method which is based on FMEA (Failure Mode and Effects Analysis)
is outlined in IEC 60812 [58]. It was developed by Schmittner et al. to address safety and
security cause-effect analysis [59]. This methodology categorizes threats by quantifying
threat agents, threat modes using the STRIDE model, effects, and attack probabilities. It
starts by identifying critical assets and then analyzing these assets to identify potential
failure modes and related vulnerabilities. The subsequent step involves assessing the
potential severity of these failure modes and their impacts. Risks are prioritized based
on their likelihood and impact, enabling the organization to address the most critical
issues first. Mitigation strategies are then formulated and implemented to manage these
prioritized risks. The process concludes with continuous monitoring and regular reviews to
ensure the effectiveness of the mitigation strategies and to adapt to new risks or changes in
the system. This structured approach helps organizations proactively enhance the security
and reliability of their systems and processes.

However, a key limitation of FMVEA is its focus on analyzing single causes of an effect,
potentially overlooking multi-stage attacks. To mitigate this, a combination of FTA (Fault
Tree Analysis) and ATA (Attack Tree Analysis) is proposed to support FMVEA. Despite
its effectiveness, FMVEA’s reliance on FMEA makes it unsuitable for early development
phases, such as those covered in TARA.

3.2.2. SHIELD

SHIELD is a methodology developed through a European collaboration to assess the
security, privacy, and dependability (SPD) of embedded systems. This security assessment
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framework is designed to identify, evaluate, and mitigate potential threats to a system
or organization. It employs a multi-metric approach to assess the SPD level of a system,
evaluating it against predefined goals tailored to different use cases. The primary aim of
SHIELD is to analyze different system configurations and select those that meet or exceed
these objectives. However, the method becomes more effective with increased details and
variants of a system, making it less suitable for the early design phase TARA [60].

3.2.3. CHASSIS

The CHASSIS method is a structured framework employed for assessing and manag-
ing the security of information systems. It integrates safety and security methodologies to
offer a comprehensive assessment approach. CHASSIS integrates the modeling of misuse
cases and misuse sequence diagrams within UML behavior diagrams, a process that may
escalate modeling costs during early development phases. The method is designed to blend
safety and security considerations into trade-off analyses, assessing the interdependencies
or independence of system features [60]. Emphasizing the integration of security measures
into system design and operation, CHASSIS ensures they are robust and aligned with
organizational goals. Continuous monitoring and updating of security measures are also
prioritized to address evolving threats and system changes. However, CHASSIS provides a
holistic approach to bolstering the security posture of information systems.

3.2.4. HEAVENS

TARA approaches from SAE J3061 encompass the HEAVENS security model and
the EVITA method, tailored for automotive cybersecurity. HEAVENS utilizes Microsoft’s
STRIDE approach to assess threats and rank them through a rigorous risk assessment
comprising the determination of threat level (TL), impact level (IL), and security level (SL).
However, this method requires extensive analysis, especially in determining SL, which
often prompts significant discussion on IL and TL factors. TL is assessed based on attacker
expertise, system knowledge, opportunity window, and equipment factors. TL and IL
together inform the SL and subsequent risk rankings [60]. HEAVENS utilizes a struc-
tured approach to evaluate both the functional and non-functional security aspects within
embedded systems. It requires fewer classification efforts compared to the EVITA method.

3.2.5. EVITA

EVITA is a security process outlined in the EVITA project, proposing a security model
for analyzing risks in vehicular IT security systems [61]. It incorporates ISO 26262 HAZOP
analysis into Threat and Operability Analysis (THROP), which evaluates threats at a
functional level. THROP utilizes Attack Trees to identify potential malicious behaviors
and worst-case scenario outcomes, making it particularly suitable for analyzing features or
systems in embedded automotive systems [60]. EVITA’s primary objective is to safeguard
electronic vehicle components from cyber threats by implementing robust security measures
and industry-specific standards.

3.2.6. SAHARA

The SAHARA methodology integrates the automotive HARA (Hazard Analysis and
Risk Assessment) approach with the security-oriented STRIDE framework. The SAHARA
method employs a fundamental element from the HARA approach, specifically the defini-
tion of Automotive Safety Integrity Levels (ASILs), to evaluate the outcomes of the STRIDE
analysis. Threats are assessed in a manner concerning ASIL quantification, considering the
required resources (R) and expertise (K) to execute the threat, along with its threat criticality
(T). Security threats that have the potential to compromise safety objectives (T = 3) can be
handed over to the HARA process for further safety analysis [62].

Table 3 provides instances of resources, expertise, and threat levels for each quantifica-
tion tier of K, R, and T values [60]. These three factors collectively define a security level
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(SecL), as detailed in Table 4 [63]. This SecL aids in determining the appropriate number of
countermeasures that should be taken into account.

Table 3. Examples illustrating the classification of K, R, and T values of security threats.

Level Knowledge Example Resources Example Threat Criticality Example

0 No previous knowledge No tools required No impact

1 Basic knowledge of system Standard tools, screwdriver Partial service disruption

2
Proficient knowledge of

internals with
focused interests

Simple tools like sniffer, oscilloscope Significant damage, manipulation
of invoice and privacy

3 Advanced tools like bus communication
simulators, flasher High security impact possible

Table 4. SecL determination matrix—deriving the security level by evaluating the values of R, K, and T.

R K
T

0 1 2 3

0

0 0 3 4 4

1 0 2 3 4

2 0 1 2 3

1

0 0 2 3 4

1 0 1 2 3

2 0 0 1 2

2

0 0 1 2 3

1 0 0 1 2

2 0 0 0 1

3

0 0 0 1 2

1 0 0 0 1

2 0 0 0 1
Color code: green indicates low threat criticality, yellow represents medium threat criticality, orange signifies
elevated threat criticality, and red denotes high threat criticality.

3.2.7. DREAD

DREAD constitutes a method for assessing risk, where its name corresponds to five
assessment criteria: damage, reproducibility, exploitability, affected users, and discover-
ability [64]. DREAD holds the potential for conducting a more comprehensive analysis of
system design. The DREAD acronym delineates:

• Damage (D): Signifying the potential impact of an attack.
• Reproducibility (R): Indicating the ease of replicating the attack.
• Exploitability (E): Assessing the effort required to execute the attack.
• Affected Users (A): The number of individuals who are going to experience the impact.
• Discoverability (D): Measuring the ease of identifying the threat.

As illustrated in Table 5, the DREAD method’s rating scheme for each threat involves
assigning points from 1 to 3, with a cumulative of 15 points indicating the most severe risk.

The DREAD risk can be calculated as follows:

Risk = (D + R + E + A + D) (1)

After summing up the scores, the outcome can vary within the 5–15 range. Subse-
quently, threats can be categorized: those with total ratings of 12–15 are considered high
risk, ratings of 8–11 indicate medium risk, and ratings of 5–7 are considered low risk [65].
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Table 5. DREAD model rating scheme (3 for high risk, 2 for medium risk, and 1 for low risk).

Rating High Medium Low

Damage (D) Extensive data loss,
compromise of full system

Moderate data loss, potential
compromise of personal or

sensitive data

Limited data loss,
minor information

Reproducibility (R)
Highly unlikely to be reproduced,

requires extremely specific and
uncommon circumstances

Possible to reproduce, but
requires specialized knowledge or

specific conditions

Easily reproducible with
minimal effort

Exploitability (E)
Requires extensive knowledge,

sophisticated tools
and complex methods

Requires moderate technical skills,
advanced tools and some effort

Requires basic technical
knowledge and commonly

available tools

Affected Users (A) Many users affected, substantial
impact on user privacy or security

Some users affected, potential
inconvenience or minimal harm

Few users affected, limited
impact on individuals

Discoverability (D)
Highly hidden, requires

specialized expertise, extensive
analysis, or insider knowledge

Hidden but discoverable with
careful examination
or targeted testing

Easily detected

Despite the availability of numerous risk assessment methodologies, the paper chose
to utilize SAHARA and DREAD due to their ability to quantify the security impact on the
development of safety-related automotive vehicles at the system level. These methodologies
are particularly well suited for evaluating remote cybersecurity attacks that can impact the
operation of the vehicle. A comprehensive analysis of these risk assessment methodologies
is given in Table 6.

Table 6. Advantages and disadvantages of the risk assessment methods.

Risk Assessment
Methodology

Application
Phase Advantages Disadvantages

FMVEA [59] System The model identifies the effects of threats
and attack possibilities.

The model is not suitable for concept
phase as it can easily overlook

multi-stage attacks.

SHIELD [60] System The model is a security, privacy and
dependability assessing method.

The model is not suitable
for early design phase.

CHASSIS [60] Concept

The model uses HAZOP tables in
combination with the BDMP (boolean

logic-driven Markov
Processes) technique.

The model requires modeling of misuse
cases and misuse sequence diagrams.

HEAVENS [60] System
The model utilizes the STRIDE threat

modeling approach, providing enhanced
support for estimating threat scenarios.

The likelihood of an attack is determined
by evaluating the complexity involved in
executing a particular attack scenario. In
the conceptual phase, system architecture

details and hardware/software
components may still be subject to
change or remain undetermined.

EVITA [60] Concept
The model categorizes threats into

various classes, including functional,
safety, privacy, and operational severity.

The severity classification does not
comply with the ISO 26262 standard and
the accuracy of attack potential measure

may not be determined.

SAHARA [60,63] Concept

Combining STRIDE threat modeling, the
model simplifies threat classification,

requiring minimal effort and employing
a simple quantification scheme.

The model might fail to account for
multi-stage attacks.

DREAD [64] Concept
The model is suitable for evaluating

remote cybersecurity attacks and attacks
that affect entire vehicle operations.

The model may oversimplify complex
threat scenarios and overlook certain

aspects of security.
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4. Evaluation of Threats and Risk Rating

This section represents an overview of evaluating threats and the risks associated with
the threats.

4.1. Analyzing Threats

Threat modeling is performed to assess the possibility of cyberattacks associated with
the major data flows and processes in the DFD. It is assumed that the two sides that are
marked in the trust boundary are safe. However, not all components of the DFD are
analyzed for potential threats. An asset, within the context of threat modeling, denotes
any valuable entity requiring safeguarding within a system or environment. Notably,
the identified assets in the DFD include the onboard computer, NFC, Wi-Fi and cellular
network, Bluetooth, and CAN bus.

The onboard computer functions as the system’s central processor, linking all other
system elements physically or wirelessly. Potential attacks could aim to disrupt availability,
compromise information, data integrity, or breach confidentiality. Information and com-
mands are transmitted through NFC, Wi-Fi and cellular network, and Bluetooth, while the
CAN bus is responsible for communication with the ECUs in a vehicle. So, these points
can be potential targets for unauthorized access by adversaries. Such access could lead to
manipulation of the infotainment system, unauthorized data access, vehicle component
control, or disruption of system operations, potentially resulting in availability issues and
data loss. Therefore, it is crucial to acknowledge the possibility of security issues in the
infotainment system of an automotive vehicle.

Threat modeling is not performed on video buffers, touch screen controllers, rear
screens, touch screens, car audio systems, speakers, cameras, microphones, digital radios,
GPSs, and temperature sensors because there is no function of data or file transmission.
Additionally, it is also not performed on USB interfaces and portable media players because
they have to be physically inserted into the system. Only the threats that cross the trust
boundary are considered, which means onboard computer, NFC to onboard computer
(NFC_to_OBC), onboard computer to Wi-Fi and cellular network (OBC_to_Wi-Fi), Wi-Fi
and cellular network to onboard computer (Wi-Fi_to_OBC), onboard computer to Blue-
tooth (OBC_to_Bluetooth), Bluetooth to onboard computer (Bluetooth_to_OBC), onboard
computer to CAN Bus (OBC_to_CB), and CAN Bus to onboard computer (CB_to_OBC).

4.2. Identified Threats

The paper employs the Microsoft threat modeling tool, STRIDE, for conducting threat
modeling. Input for the tool includes a DFD, as depicted in Figure 5. Subsequently, in the
tool, the option to create a custom report is selected based on the considered components
and data flows. This action leads to the generation of a threat modeling report containing
threat categories and descriptions. Figure 6 illustrates the implementation of threat mod-
eling using the STRIDE tool. Utilizing the generated threat descriptions and categories,
Table 7 is generated in this paper.

DFD STRIDE Threat
Modeling Tool

Create Custom Report
(includes components and

data flows that are
considered)

Threat Modeling
Report 

Figure 6. Implementation of threat modeling using STRIDE tool.
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Table 7. Listing of threats of components or interactions of infotainment system.

Components or
Interactions

Threat
No. Threat Details Threat Category

Onboard computer

1 An adversary can replicate the user actions to impersonate the
process of onboard computer. Spoofing

2
An adversary may modify any given command and instruction

resulting in the modification of the system such as NFC to
onboard computer.

Tampering

3 Without proper monitoring and control, the onboard computer
can be subject to malicious exploitation. Repudiation

4 An adversary may steal or share any personal information with
anyone, which may violate the user’s privacy. Information Disclosure

5
In order to deny users of the onboard computer’s services, an

adversary may flood it with requests so normal traffic
cannot be processed.

Denial of Service

6
Without the required authorization, an adversary might obtain

access to the onboard computer
and carry out privileged operations.

Elevation of Privilege

NFC_to_OBC

7 Onboard computer may crash, halt, stop, or run slowly because
of the fake requests sent by the adversary through NFC. Denial of Service

8
An adversary may interrupt data flowing across NFC to

onboard computer with a snipping device and send a massive
volume of data over the communication channel.

Denial of Service

9 An adversary can intercept NFC data and use it to attack other
parts of the system. Information Disclosure

10
An adversary may tamper the data flow from NFC to onboard

computer in order to gain a particular advantage
(not unlocking the door).

Tampering

OBC_to_Wi-Fi

11 Wi-Fi and cellular network may crash or halt due to the
overflow of traffic causing not connecting to the network. Denial of Service

12
An adversary may interrupt data flowing across onboard

computer to Wi-Fi and cellular network with a snipping device,
and session hijacking may occur.

Denial of Service

13
The data passing from onboard computer to Wi-Fi and cellular
network may sniffed by the adversary causing the leakage of

personal information.
Information Disclosure

14
An adversary may tamper the data flow from onboard

computer to Wi-Fi and cellular network and modify
information to take remote control of the device.

Tampering

Wi-Fi_to_OBC

15 Onboard computer may crash, halt, stop, or run slowly due to
the adversary making the resources and services unavailable. Denial of Service

16

An adversary can disrupt the onboard computer’s performance
by overwhelming its communication channels with a high

volume of data, interrupting Wi-Fi and cellular network data
flow.

Denial of Service

17
The data passing from Wi-Fi and cellular network to onboard

computer may sniffed by the adversary. This may lead to
compliance violations.

Information Disclosure

18 An adversary may tamper the data flow from Wi-Fi and cellular
network to onboard computer and alter information. Tampering
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Table 7. Cont.

Components or
Interactions

Threat
No. Threat Details Threat Category

OBC_to_Bluetooth

19 Bluetooth may crash, halt, stop, or run slowly due to the
adversary making the resources and services unavailable. Denial of Service

20
An external adversary may interrupt data flowing across a trust

boundary by sending a large amount of data over
communication channel.

Denial of Service

21 The data passing from onboard computer to Bluetooth may
sniffed by the adversary and disclose call logs or messages. Information Disclosure

22 An adversary may tamper the data flow from onboard
computer to Bluetooth and alter information. Tampering

Bluetooth_to_OBC

23 Onboard computer may crash, halt, stop, or run slowly because
of the fake requests sent by the adversary. Denial of Service

24 An external adversary may interrupt data flow and keep the
system busy to respond to fake requests. Denial of Service

25
The data passing from onboard computer to Bluetooth may
sniffed by the adversary. Based on the type of Information

Disclosure, this may lead to attacks on other parts of the system.
Information Disclosure

26
An adversary may tamper with the data flow from Bluetooth to

onboard computer and make unauthorized
manipulation to the system.

Tampering

OBC_to_CB

27 An adversary may tamper the data flow from onboard
computer to CAN bus and disclose the system information. Denial of Service

28 An adversary may interrupt data flowing across onboard
computer to CAN bus in either direction. Denial of Service

29 An adversary may tamper the data flow from onboard
computer to CAN bus and disclose the system information. Information Disclosure

30 An adversary can manipulate Bluetooth data to cause a Denial
of Service or Elevation of Privilege on the CAN bus. Tampering

CB_to_OBC

31 Onboard computer may crash, halt, stop, or run slowly due to
the adversary making the resources and services unavailable. Denial of Service

32 An adversary may interrupt data flow across CAN bus to
onboard computer in either direction. Denial of Service

33
An adversary can sniff the data flow, potentially enabling

attacks on other system components
based on the disclosed information.

Information Disclosure

34 An adversary may tamper the data flow from CAN bus to
onboard computer and alter information. Tampering

By leveraging the STRIDE threat modeling tool, organizations can systematically
identify and evaluate potential threats across six distinct categories. This comprehensive
approach enables organizations to assess the likelihood and impact of attacks within each
category, facilitating the prioritization of security measures. With this insight, organizations
can then develop possible mitigation strategies to fortify their systems and networks against
a diverse range of potential threats.

For instance, if an adversary attempts to compromise an onboard computer by mim-
icking user actions, it may execute a Spoofing attack. Similarly, the adversary might target
the data flow NFC_to_OBC, aiming to disrupt the onboard computer by flooding it with
counterfeit requests via NFC, potentially leading to a Denial of Service attack. A detailed
breakdown of all possible threats associated with the considered components and data
flows, along with their respective threat categories, is provided in Table 7. This compre-
hensive overview equips organizations with the necessary insights to proactively address
potential vulnerabilities and bolster the resilience of their systems against cyber threats.
The term “adversary” is frequently used in this context, referring to a person or organiza-
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tion that is unauthorized to access or modify information, or that attempts to bypass any
security measures implemented to safeguard the system [66].

4.3. Rating Threats

The SAHARA method, previously discussed, caters to the requirements of analyzing
security threats in the early stages of automotive development (concept level). Despite its
concentration on individual vehicle development and identifying security threats and safety
risks during initial development phases, the method’s inter-dependencies are noteworthy.
Validation of the SAHARA approach’s suitability within ISO 26262 compliant development
was exhibited through a battery management system use-case, revealing a 34% increase in
the identification of hazardous situations compared to traditional HARA methodologies [67].
Therefore, the SAHARA method is integrated into this work for risk assessment.

Consequently, another risk assessment method, DREAD is adopted for quantifying
threats. By quantifying threats in accordance with their associated risks, threats with the
highest risk levels will be prioritized. This strategic approach optimizes risk management
by tackling the most impacting threats first. That is why the DREAD classification scheme
is adopted, showing promise in facilitating a more intricate analysis of system design.

The SAHARA analysis is conducted through a conventional process, involving the
determination of SecL. Additionally, the DREAD approach is employed to contrast the
differences between these two rating systems. Notably, the adapted DREAD threat classifi-
cation scheme proves more suitable for evaluating remote cybersecurity attacks and attacks
that affect entire vehicle operations. This suitability arises from its classification factors
related to potential damage and the impact on affected users.

The SAHARA method designates k value of 2, indicating a moderate requirement, an
R value of 2, signifying moderate resources for the computation of risk values associated
with Threat No. 1. However, due to the T value being 3, the threat of an adversary Spoofing
processes on the onboard computer results in a high level of criticality. The cumulative
values contribute to a SecL value of 1, signifying high priority.

In parallel, D, R, E, and A all receive a DREAD value of 3, signaling high impact,
while D obtains a value of 2, indicating medium impact. The cumulative score reaches 13,
categorizing it as a high-priority threat. The computed risk values for all threats, utilizing
both the SAHARA and DREAD methodologies, are presented in Table 8.

Table 8. Categorization of threats using the SAHARA and DREAD threat rating methodologies.

Threat
No. SAHARA DREAD

K R T SecL Priority D R E A D Sum Priority

1 2 2 3 1 High 3 3 3 3 2 13 High

2 2 2 2 0 Low 3 2 3 2 2 10 Medium

3 2 3 3 1 High 3 2 3 2 2 12 High

4 2 2 3 1 High 3 2 2 3 2 12 High

5 1 2 2 1 Low 2 2 3 2 2 11 Medium

6 2 3 3 1 High 3 2 2 2 3 12 High

7 1 2 2 1 Low 2 3 2 3 2 12 High

8 2 3 3 1 High 3 3 2 3 1 12 High

9 2 2 3 1 High 3 2 3 2 2 12 High

10 2 1 3 2 High 3 2 3 3 2 13 High
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Table 8. Cont.

Threat
No. SAHARA DREAD

K R T SecL Priority D R E A D Sum Priority

11 1 3 2 0 Low 2 3 1 2 2 10 Medium

12 2 3 3 1 High 2 2 3 3 2 12 High

13 1 2 3 2 High 3 2 3 3 2 13 High

14 2 3 3 1 High 3 2 3 2 2 12 High

15 2 3 3 1 High 3 2 2 3 2 12 High

16 2 3 3 1 High 2 3 2 3 2 12 High

17 2 2 3 1 High 3 2 2 2 3 12 High

18 2 3 3 1 High 3 2 3 2 2 12 High

19 1 2 2 1 Low 3 2 2 3 2 12 High

20 2 3 3 1 High 2 2 3 3 2 12 High

21 2 2 3 1 High 3 2 2 3 2 12 High

22 2 2 3 1 High 3 2 3 2 2 12 High

23 1 2 3 2 High 2 3 2 3 2 12 High

24 2 2 3 1 High 2 3 2 3 2 12 High

25 2 2 3 1 High 3 2 2 2 2 12 High

26 2 2 3 1 High 3 2 2 3 2 12 High

27 1 2 3 2 High 3 2 3 3 2 13 High

28 2 2 3 1 High 2 2 3 3 2 12 High

29 2 2 3 1 High 3 2 3 2 2 12 High

30 2 3 3 1 High 3 2 3 3 2 13 High

31 1 3 3 1 High 3 2 2 3 2 12 High

32 2 2 3 1 High 3 2 3 3 2 13 High

33 2 2 3 1 High 3 2 2 3 2 12 High

34 2 2 3 1 High 3 2 2 3 2 12 High

5. Results and Discussion

In this section, the resultant threats and risks are discussed after applying the STRIDE
threat model to the DFD and risk assessment methodologies, SAHARA, and DREAD to
the threats. Additionally, the proposed defense mechanisms against the STRIDE threat
category are outlined.

5.1. Resultant Threats and Risks

In the process of identifying cybersecurity threats within the context of an infotainment
system, the Microsoft STRIDE tool is systematically applied to analyze various components,
data flows, data stores, and external entities depicted in the DFD. Through this meticulous
examination, a total of 34 threats are identified based on the considered components and
their data flows and subsequently classified into six distinct categories corresponding to
the STRIDE acronym. These recognized threats, meticulously categorized, serve as a crucial
foundation for understanding and addressing potential vulnerabilities within the system.
It is essential to emphasize that while these threats are derived from a specific use case
scenario, they inherently possess a degree of subjectivity and may manifest differently in
alternative scenarios. Therefore, the applicability and severity of these threats may vary
based on the specific context in which the infotainment system is deployed. Before the
deployment of the infotainment system in real-world automotive vehicles, it is imperative
to thoroughly consider and mitigate these identified threats to ensure the safety and security
of the system and its users.
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To further assess the risks associated with the identified threats, a comprehensive analysis
is conducted utilizing both the SAHARA and DREAD methodologies. These methodologies
offer structured frameworks for evaluating the severity and potential impact of each threat. In
Table 8, the outcomes of the risk assessments are presented, categorizing the threats based
on their priority levels: high, medium, and low. Employing the SAHARA methodology,
29 threats are flagged as high-priority, signifying a significant level of risk that demands
immediate attention. Conversely, no threats fall within the medium-risk category, while five
are categorized as low-priority. In parallel, the DREAD methodology identifies 31 threats as
high-priority, aligning closely with the findings of the SAHARA methodology. Additionally,
three threats are classified as medium-priority, highlighting a moderate level of risk, while
none are categorized as low-priority. Despite minor variations between the methodologies,
the overall consensus underscores the critical importance of addressing high-priority threats
promptly. These threats pose substantial risks to the security and integrity of the infotainment
system, necessitating the swift implementation of robust countermeasures to mitigate potential
vulnerabilities and safeguard against malicious exploitation.

5.2. Generalized Defense Mechanisms against STRIDE

To ensure system security and integrity against potential compromises, a range of
defense mechanisms should be implemented. Multi-factor or biometric authentication
effectively mitigates Spoofing threats. For example, if a passenger connects to the vehicle’s
Wi-Fi or Bluetooth via cell phone, an adversary could gain root access by exploiting
weak passwords, but multi-factor authentication can prevent this unauthorized access.
Additionally, attackers may intercept and modify the transmitted data between the cell
phone and the vehicle, potentially altering data to mislead the navigation system. To
address these Tampering attacks, encryption and digital signatures bolster the system’s
resistance against unauthorized alterations and data manipulation.

If a passenger makes a purchase or accesses sensitive information through the infotain-
ment system, an adversary could exploit this opportunity to alter system settings without
leaving a trace. Logging and auditing user actions can mitigate such Repudiation attacks.
Access controls and permissions are crucial for preventing Information Disclosure attacks.
For example, when a passenger connects their smartphone to sync contacts or access nav-
igation data, an adversary could exploit vulnerabilities to access sensitive information
stored on the infotainment system. Strong access controls can limit unauthorized access to
these data.

Denial of Service attacks can be mitigated by implementing traffic limitations and
load balancing. If a vehicle’s infotainment system provides internet connectivity and
various online services, an adversary could launch a Denial of Service attack to disrupt
these services. However, distributing traffic across multiple servers helps maintain system
responsiveness and availability. To prevent Elevation of Privilege attacks, user activity
monitoring and logging are essential. For example, if an adversary gains initial access
with low-level privileges by exploiting a compromised user account or an insecure Wi-Fi
connection, monitoring and logging can detect and mitigate attempts to escalate privileges.
A comprehensive overview of the complete set of defense mechanisms is provided in
Table 9. These strategies collectively work to enhance the security of the system and
minimize its vulnerabilities to various types of cyber threats.
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Table 9. Cybersecurity defense mechanisms against threats.

Components or
Interactions

Threat
No. Threat Category Mitigation Strategy

Onboard Computer

1 Spoofing
A standard authentication mechanism, like multifactor authentication or

biometric authentication, can be used to identify and prevent unauthorized
access.

2 Tampering Digital signatures to ensure that the data has not been changed
by the malicious users.

3 Repudiation Logging to record the tasks of the users is recommended.

4 Information
Disclosure

Encryption and access controls mechanisms to limit access to sensitive data
are recommended.

5 Denial of Service
Implemention of throttling mechanisms and load balancing through the

distribution of traffic across multiple servers
are state-of-the art methods.

6 Elevation of
Privileges

Proper access control mechanisms considering “need to know principles” are
used for the prevention. For the detection, user activity monitoring and

logging for potential privilege escalation attempts.

NFC_to_OBC

7, 8 Denial of Service Multiple communication channels with diverse technologies between NFC
and OBC are required.

9 Information
Disclosure Encrypting the data flow between the NFC and OBC is recommended.

10 Tampering Message Authentication Code (MAC) or digital signatures are required for the
detection of the Tampering of the data between the NFC and OBC.

OBC_to_Wi-Fi

11, 12 Denial of Service Multiple communication channels with diverse technologies between OBC
and WiFi are required.

13 Information
Disclosure Encrypting the data flow between the OBC and WiFi is needed.

14 Tampering Message Authentication Code (MAC) or digital signatures are required for the
detection of the Tampering of the data between the OBC and WiFi.

Wi-Fi_to_OBC

15, 16 Denial of Service Multiple communication channels with diverse technologies between WiFi
and OBC are required.

17 Information
Disclosure Encrypting the data flow between the WiFi and OBC is needed.

18 Tampering Message Authentication Code (MAC) or digital signatures are required for the
detection of the Tampering of the data between the WiFi and OBC.

OBC_to_Bluetooth

19, 20 Denial of Service Multiple communication channels with diverse technologies between OBC
and Bluetooth are required.

21 Information
Disclosure Encrypting the data flow between the OBC and Bluetooth is needed.

22 Tampering
Message Authentication Code (MAC) or digital signatures are required for the

detection of the Tampering of the data between
the OBC and Bluetooth.

Bluetooth_to_OBC

23, 24 Denial of Service Multiple communication channels with diverse technologies between
Bluetooth and OBC are required.

25 Information
Disclosure Encrypting the data flow between the Bluetooth and OBC is needed.

26 Tampering
Message Authentication Code (MAC) or digital signatures are required for the

detection of the Tampering of the data between
the Bluetooth and OBC.

OBC_to_CB

27, 28 Denial of Service Implementing traffic limitation and load balancing through the distribution of
traffic across multiple servers between OBC and CB are required.

29 Information
Disclosure Encrypting the data flow between the Bluetooth and OBC is needed.

30 Tampering Message Authentication Code (MAC) or digital signatures are required for the
detection of the Tampering of the data between the OBC and CB.

CB_to_OBC

31,32 Denial of Service Multiple communication channels with diverse technologies between CB and
OBC are required.

33 Information
Disclosure Encrypting the data flow between the CB and OBC is needed.

34 Tampering Message Authentication Code (MAC) or digital signatures are required for the
detection of the Tampering of the data between the CB and OBC.
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6. Conclusions

The convergence of security and safety considerations within the automotive industry
introduces potential threats to infotainment systems. Safeguarding against cybersecu-
rity and privacy breaches necessitates the development of proper approaches for threat
detection and recovery in automotive systems. Addressing these concerns is important
to the system’s real-world implementation. Our research undertook the task of identify-
ing, categorizing, and enumerating 34 cybersecurity threats to the infotainment systems,
leveraging the STRIDE threat modeling tool. Risk assessment methodologies, SAHARA
and DREAD, are also performed on resultant threats, and risk values are calculated to
determine their priority. In response to the threat and risk categories, mitigation techniques
are provided, aiming to enhance the equilibrium between security and safety concerns
within the automotive sector while assuring the security of infotainment systems within
automotive vehicles.

In future work, threat modeling on the hardware components connected to road
vehicles can be conducted. By adhering to the ISO/SAE 21434 standard for road vehicles,
attack feasibility ratings and impact ratings can be determined from threat identification
scenarios. This approach will aid in making informed risk treatment decisions, enhancing
the overall security of automotive vehicles.
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