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ABSTRACT 

 

This project is on “Smart Mirror”. Digital assistant is a artificial intelligent that is a 

small handy gadget and works through web user interface with a wireless internet 

medium.Smart mirror can help the paralyzed and the blind people which cant able to 

handle the daily routine in their need. A incapable people can easily interact with this 

device through voice and can get information aroundrom the world. 

It requires Raspberry pi hardware and digital sound card using speaker and microphone 

and a display. The voice is processed to a digital signal instead of conventional analog 

methods. Smart Mirror AI (Artificial Intelligence) is a gadget that is loaded with Weather 

forecast,News, Translator, Work Reminder, Personal Doctor, Instant Pleasant Music, 

Web Assistant, Social media notified and actually as an AI friend. Since Digital AI 

system is software and hardware based, you can make your life easier. 

 

The aim of the smart mirror  is a python software that integrates the best tools available 

for Raspberry pi based smart mirror, easy-to-use interface. However, this project the 

multi-model dialogue system are used which  process combined input mode, such as 

image, voice video, touch and manual gesture in order to design a mirror. The model of 

virtual private assistant is increasing the interaction between human and machine by 

using different methodologies such as voice recognition, image recognition, sound 

recognition We concentrate on intellect of natural language and dialog management 

perspective as we believe that these parts of the technology pipeline require the biggest 

amount of augmentation . 
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Chapter 1 

Introduction 

1.1 Introduction: 
Intelligent personal assistant opened up a new world. Where we can communicate with 

machine via our natural voice. Human request to perform a task to this device for 

example” Hey,What is my reminders today" before our working day."What's my meeting 

time" .In the additional feature like traffic update system "What is the traffic update 

between Dhanmondi to Mohammadpur". It can create a good understanding between 

human and machine. 

 

Smart Mirror usually based on spoken dialogue system.Spoken dialogue system is 

intelligent spy that helps user more capable via voice interaction .It can implement in 

various devices such as smart phone, smart TV,vehicle navigation etc. Smart Mirror has a 

wide range of application in business enterprises, Education, healthcare and 

Entertainment .Many company uses different technique to reduce the complexity of 

Smart Mirror. For example; Google use DNN Deep Neural Networks to improve the 

Google Mirror .It highlights the main component of voice recognition and the deep 

learning architecture. 

 

A small single-hardware device called raspberry pi is introduced in this project. Python is 

a software implementation of a Raspberry pi .A third generation raspberry pi uses a 

Broadcom BCM2837B0 SoC with 1.4 GHz 64-bit quad-core ARM Cortex-A53 

processor. And a build in GPU OpenGL ES 2.0 WITH 1080p H.264/MPEG-4 AVC high-

profile decoder and encoder. It has 1 GB memory shared with the GPU. 

 

Raspberry pi operates with a Debian operating system named Raspbrian.Basically, 

raspbrian use PIXEL (Improved windows Environment, Lightweight) to create a desktop 
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environment. It modified with composed LXDE (Lightweight X11 Desktop 

Environment) and open box windows manager. 

 

In this project, we use Google SDK assistant in an appliance web server that integrates 

the best tools available for Debian based Raspberry pi easy-to-use interface. It also adds 

its own set of utilities and allows Google SDK with best software package available for 

open source communication with machine.  

 

The target of the project is to minimize the complexity of human to do daily task. 

Like, 

• Saving time 

• Virtualization support. You can run machines through the voice command. 

• Really friendly Web user interface. 

• Always get update notification of social media. 

• Helping incapable person.  

 

1.2 Goals of the Project: 

• Smart Mirror device can implemented in low cost, and a single hardware 

device arranged all the facilities on it. 

• Smart Mirror has made interacting a simpler job with the introduction of 

Raspberry pi based virtual assistant. 

• A blind man can easily understand the machine sound to make his life 

easier. 

• A paralysed personj can see the open world update through the smart 

mirror. 
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• User can get recent update throughout the internet using a single 

command. 

• Delivers highest automation possible. 

• Smart Mirror can keep your personal life clutter free since we don’t 

require wiring components for installation. 

• Voice based input and output system may be the easier way to understand 

all users. 

• Every user of all stages acquire basic education by using it, also the 

children’s. 

• It advanced communication system for This Project, it is better to opt for 

Smart mirror rather than web browsing. 

 

1.3 Organization: 
This Project report has six chapters in total. The first chapter describes a brief idea about 

AI (Artificial Intelligence), virtual assistant, Raspberry pi, Raspbrian, python   and Goal 

of the Project. The second chapter contains theory of Smart Mirror and its modules.  In 

third chapter Installation of Smart Mirror. Fourth chapter explains the Configuration of 

Raspberry pi through python, chapter five explain Implementation and testing. Finally, 

chapter six gives the concluding remarks and suggestions for the future works. 
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Chapter 2 

Implementation of Smart Mirror as a virtual assistant 

2.1 Smart Mirror: 
A smart mirror is a two way mirror with a display behind the glass. Viewer can see the 
different information on the display of the smart mirror, Like weather forecast, News, 
Calendars ,Personal assistant etc .This device can easily perform multitasking method as 
a same time. 

  
Fig 2.1 User Interface of Smart mirror 
 
We design this project to able to helping the incapable people like blind, paralyzed and 
basically the physically disabled people with their daily routine . Smart mirrors are a 
latest addition for a smart family that has been getting a lots of positive review in recent 
years by both commercial sector and lifestyle. It explores enhancing such mirrors with 
artificial intelligence. It targets is to develop a user voice recognition system that can 
differentiate between the incapable person and device by using a voice with a two-way 
mirror. The Raspberry Pi 3 B is used as the embedded computational device for the 
intelligent mirror.   
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2.2 Smart  Mirror Architecture 

 
                                          Fig : 2.2 Smart mirror Architecture  
The interface of the mirror  is designed  with several widgets. A widget is a single 
window frame that contains an embedded browser. Widgets do not overlap and  do not 
contain any complex interface elements. The smart mirror interface contains two types of 
widgets, one enables the  remote device control (e.g. light turn on/off, and home 
automation  control), and the other widzet enables access to use various information 
services (e.g. news, weather forecast, traffic  etc.). 
The Raspberry Pi  is configured to using via voice command and do the response of 
multitask with the users. The Mirror is based on the Raspberry Pi and the output is seen 
on a monitor that's connected to the raspberry pi .This design of devices implements the 
Mirror and can be used in work, house, or public environments.  

2.3 Raspberry pi: 
A complex IC is integrated into a single chip, it can operates a programmable processor 
accelerating hardware functions. Both hardware and software are combined with the 
devices. Broadcom 
BCM2835 SoC Multimedia processor used CPU model ARM 1176JZF-S (armv6k) 
700MHz.    

 

Samsung K4P2G324ED Mobile DRAM 

5 
 ©Daffodil International University 



 

BCM2835 SoC  

A Broadcom Video IV is used in the raspberry pi with the memory of 1GB shared 

 

2.2 Raspberry pi Architecture  
 

 
Figure 2.2 - Raspberry pi Architecture 
The figure above shows the basic Raspberry pi Architecture concepts related to the 

architecture like interface and applications. 
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2.2.1BCM2835: CPU 
BCM2835 is a 32 bit RISE (reduced instruction set computer) system. It has 700 MHZ 

clock rate and 8 pipeline stages. The CPU perform with ARM11J6JZF-S the family of 

ARM-11. 

 
 
 

 
 
       Fig.2.2.1 ARM1176JZF-S Technical Reference Manual 
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2.3 Google Assistant SDK: 

Google assistant SDK is a key solution for anyone who want to integrate assistant 

into prototype device. TheGoogle assistant library is written in python and it supported a 

device with liunux-armv7 and linux-x86_64 architectures. The library reveal with high 

level, the API that is based on event is easily augmented. It provide the following features 

such as    

• Hands-free activation - To activate the device, we need to say “Hey 

Google or Ok Google. 

•  Capture the audio and playback 

• Conversation state management 

The supported language for Google SDK is pythonbased. Google has introduced the API 

design on public. 

Google API is a subroutine communication protocol and tools for building web software. 

Thegoal of making the API is simply to use and consistent API networks. Google use the 

REST (Representational state transfer) style for the architecture. It is worked well with 

HTTP/1.1.The REST refers to use individually addressable resources. The special 

method for REST API is List, Get, Create, Update, and Delete. 

The design flow of the API is  

• Determine, what types of resources API can provides. 

• Find the relation between resources. 

• Determine the name scheme of the resources with the relation of the resources. 

Add the minimum set of methodology to the resources.              
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2.4 Speech-to-Text Conversion (STT) 

• STT is the process of converting the voice sound to text format. It also called 

speechrecognition. All stages is required at least two model of STT  

• Acoustic model  

• language model 

To use a large system model can use pronunciationmodel. To acquire a best 

transcription merit, all the model can be summarized with dialect, 

communicationchannel, type of speech.The other pattern of recognition technology, 

there generates an error. 

 
Fig.2.4 Block diagram of STT 
 

2.4.1 Acoustic Model 
Acoustic model invented to recording an audio file of speech and it is convert into a 

text transcription. It identify the software that make statistical representation of 

sound and make each word readable. 
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2.4.2 Language Model 
Language model based on the file containing recognition probability of sequences of 

word. This model usually used to motivation the application where the grammar are 

used to desktop command. 

 

2.5Text-to-SpeechConversion (TTS)  
Raspberry pi multimedia capable to host a text to speech audio broadcastservice. Data 
stream broadcast the service as peer to peer application. It has a requester which sends a 
authentication request to broadcast the audio and then a broadcast application start into 
the pi. 

Automatic speech recognition (ASR) transforms speech into text. The theory based on 
speech coding theory, simulatingrecent spectral analyses accomplished by ear. Voice 
recognition is the automatic source of ananalog voicewaveform. Text to Sound converter 
anticipate use of database of information, both text and speech. Previously resolvedvoice 
is stored in small units in the database, for focus in the proper discipline at runtime. Text 
to sound conversionsystem perform text processing, "letter-to-sound" conversion, 
generate the phonetic transcription, first. The output of the database containing words or 
sentences, which act with high quality performance. Besides, a synthesizer can also 
organize human voice quality to create a synthetic but any natural sound. 

 
Fig.2.5 Flow chart of TTS  
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Fig.2.5b Pseudo code using python 

 

The mentioned Text to speech (TTS) system schedule in order to generate a acoustic 
signal which is synchronized text provided in an input on Raspberry pi.The strategy of 
TTS is to involve with GPIO lines, audio amplification and the database connectivity. 

 

2.6 ASR Model 
ASR model works in real time of speech recognition with the microphone in cloud server 
to recognize the voice that a user speaks in microphone and convert it into text. Then it 
sends the data in the cloud server to analyzed the text and showing the result. 

 
Fig.2.6 the ASR model 

 

2.7 3.2. Improved Context Awareness 
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Moreover which is directly requested by the user, a spacious amount of information is 
available which may be sends by a system and in the end could server improve its context 
Awareness. For example, sensors studded in room, in the office or every day used 
appliances such as our smart-phones, are great data sources that could be used to increase 
human-machine interaction. 
Internet is a potential data source that could be search in order to provide an exact 
knowledge of the “outside world”. 
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Chapter 3 

Hardware Equipment’s 

3.1 In this project we use- 
• Raspberry Pi 3 Model B 
• LCD Display 
• USB Sound Card 
• 5 V Audio Amplifier  
• Microphone 
• 3 w Speaker 
• LED (generic) 
• 1 k ohm Resistor 
• 5 V Power Adaptor 
• Wood Frame 

 
 

Story: 
• Raspberry Pi 3 Model B 

 
Raspberry Pi 3 is a pocket computer look like as credit card. Raspberry from the 
fruit name and pi from python language.Raspberry Pi also called world’s cheapest 
and smallest computer. In this pocket computer we can use windows, Linux, 
Ubuntu etc. operating system. So we can easily use this for gamming, coding etc. 
When we look around the circuit board we can see HDMI port, 3.5 mm audio 
jack, micro USB port for the power, 4 USB port, Ethernet port, micro SD card 
slot,40 output pins for including sensors, motors, led and also for general purpose. 
Raspberry Pi 3 Model B has a BROADCOM 64 bit quart x A53 processor. 

 
Figure: 3.1Raspberry Pi 3 Model B 
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• USB Sound Card 

 
We use an USB external sound card for the output audio and input microphone 
voice also. All USB sound card has a 2.5mm audio input jack and a 2.5 audio 
output jack. So we can easily solve the sound problem by using an USB sound 
card.  
 

 
Figure3.1b: USB sound Card 

 
• 5 V Audio Amplifier  

We use a 5v audio amplifier for increasing our speaker sound. In this circuit we 
can see that there is a PAM8403 transistor for boost up our 3w speaker. 

 
Figure3.1c: 5v Audio Amplifier 

 
• Microphone 

 
We make a 2.5 mm microphone from the old headphone for input our voice into 
the circuit through USB sound card. 
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 Figure3.1d: 2.5 mm Microphone   

• 3 watt Speaker 
 
In this project we use 2 pcs 3 watt speaker for output sound. We connect the 
speakers with the audio amplifier and also connect with the USB sound card. 

 

 
Figure3.1 e:  3 Watt Speakers 
 

• In the end of this 
project we use 5v adaptor for power supply and some LEDs for decoration. 
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Chapter4  

Installation of  Raspberry pi 
 

4.1Operating System 
Raspberry pi usually supported withLinux based Debian operating system. After install 
the operating system raspberry pi works like a mini computer. Raspbrian operating 
system give the LXDE desktop environment to the user. 

Basically, raspberry pi has no monitor build-in.For configure the circuit we should have a 
head device. A HDMI port given in the motherboard by birth. The HDMI port can 
directly connect to a monitor or a TV for configure the circuit. 

4.2 Installation 
For, installing the operating system a booted SD card is required to open it.A 
Ethernetcable, a mouse and a keyboard need to be adjust with the motherboard. A 
composed file is need to be booted in the SD card .When the monitor shows a windows 
,that want to download the raspbrian can automatically download via the LAN networks. 
Raspberry pi 3 has a additional feature like wireless and Bluetooth connectivity. We can 
use the Wi-Fi connectivity alternative with Ethernet 
cable.

16 
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Fig 4.2 Noobs windows in raspberry pi 

Raspberian looks like the similar operating system that we used to. A highly customized 
operating system that can be tweaked enough to run in the pi.It works extremely well like 
as a normal computer. 

To build a personal assistant we need a input and output devices. Raspberry pi do not 
understand its interfaces own.So the motivation to give the exact command to the board 
is necessary.  

4.2.1 ALSA Sound system 
Raspberry supports ALSA sound system. ALSA meant the device that is *nix based. 
ALSA is advanced Linux audio architecture. It provides the functionalities with the 
connect of Linux -kernel. ALSA replaced by the Original Open Sound System 
(OSSv3) providing drivers to a sound card.ALSA makes a user space storage for 
application developers, who want to maintain drivers with high level API. 
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Fig.4.2.1 Flowchart of ALSA system 

 

It needs to indicate the sound card on the selected interface using the command prompt. 

 

 

 

 

 

 

4.2.2 Creating a VNC server  
Virtual Network Computing is a linear desktop sharing system. If raspberry pi is headless 
we need to install VNC server .the SSH must be enable to gain access to the command 
line of the raspberry pi from another computer. 
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                                   Fig4.2.2 Enabling SSH  

4.2.3 Audio setup and testing 
Before running the configuration we need to test the input and output device on the 
raspberry pi . 

The requirement to find the recording and the audio device is to input a sound card or 
microphone.  

• For locating the microphone, it need to write down into the command prompt.       
 
                          aracord -l     
 
\ 
Fig.4.2.3 Connected devices  
 
Here is my all the input device into raspberry pi. 
 

• For locating the speaker device must have the specific command  
 
aplay –l 
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In the home directory of raspberry pi, we need to create a new file named .asoundrc 
.Now a   identifiable speaker and microphone number should give in the following code. 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.2.3 Code for setting audio sound card 

 

To play a test audio, we need to record an audio file. 

To record an audio file. 

 

pcm.!default { 
  type asym 

  capture.pcm "mic" 
  playback.pcm "speaker" 

} 
pcm.mic { 

  type plug 
  slave { 

    pcm "hw:<card number>,<device number>" 
  } 

} 
pcm.speaker { 

  type plug 
  slave { 

    pcm "hw:<card number>,<device number>" 
  } 

} 
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arecord --format=S16_LE --duration=5 --rate=16000 --file-type=raw out.raw 

 

For checking the sound  

 

aplay --format=S16_LE --rate=16000 out.raw 

 

If the recording is play in the playback, then it is prepared for the overall configuration. 
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Chapter5 

Configuration of Google assistant 

5.1` Configure an Actions Console project 
Google cloud platform introduced a console project for free. It gives our device to assess 
with the Digital Personal Assistant .For this project we can use the quota to develop a 
console in Google cloud. First we need to enable Google API and import the project .To 
Add a new project ,a project name must be write in the following box.  

 
Fig.5.1 Create an action console project in cloud server 
 
After create the project, registration of the project is required. To registries the device 
click the device registration button of the page under the advanced option. 
 

5.1.2 Enable Google API  
• To enabling the GoogleAPI, Google cloud platform console gives a vast number 

of API library. 
• Enable the Google assistant API. 
• We must configure the Oauth consent screen for project in the cloud platform. 
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Fig.5.1.2 Oauth concent screen 
 
In order to make a Google assistant we must need to share the certain activity of 
data with Google. Google assistant function the data properly, this is not specific 
SDK. 
 
 Open the activity of Google account that we need to use in the Google assistant. 
 
Ensure the following activity are enable 

• Web and app activity 
• Device information activity 
• Voice and information activity 

 
 
 

To respond the following command what is given into Google assistant .Assistant device 

must be registrant to give information of our particular devices. The device type and the 
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manufacturer need to include in the model. This model assemble the Google assistant 

associate with Action console project. 

Use the registration UI to register the console. 

 
                                  Fig.5.2 Register the model 

5.1.3 Create Model 
• Fill all the informationof ourdevice, and select any device type. 

• We can find the device model in .json file 

 
Fig 5.3 Creating the Model 

 

5.1.4 Download credentials 
• Download the Oauth 2.o credentials in your device. 
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• It must be located into the home/pi directory. 
• The credentials has all the information of our model. 
• To run the authorization tools Google need to authorized the model in the device. 

 

 
Fig 5.1.4 Download and locate the .json file 
Open the new command terminal and run the following command to paste the .json file to 
home directory. 

 

scp ~/Downloads/client_secret_client-id.json pi@raspberry-pi-ip-address:/home/pi/ 

 

Finally, it creates a device model to perform into the Google assistant. 
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Fig.5.1.4 Final device model for Google Assistant 
 

 

5.2 Raspberry pi configuration with Google assistant 

5.2.1 Install Python 3 
For install the python, we must check the latest update and upgrade of the raspberry pi. 

To install the python 3 the code is  

 

sudo apt-get update 

sudo apt-get install python-dev python-virtualenv 

virtualenv env --no-site-packages 

env/bin/python -m pip install --upgrade pip setuptools wheel 

source env/bin/activate 
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Fig.5.2.1 Update and Upgrade of Raspberry pi 

 

Google personal assistant has to install the latest python version for isolate the SDK and 

its dependencies from the system python. 

 
Fig 5.2.1 Installing Python in raspberry pi 
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                       Fig5.2.1b Upgrade the Python pip 

 

5.2.2 Install the Package system dependencies 
Install the dependencies with following command 

 

sudo apt-get install portaudio19-dev libffi-dev libssl-dev libmpg123-dev 
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Fig 5.2.2 .Dependencies of Python 

 

Install the pip to create a virtual environment to the raspberry pi .It uses the following 

command. 

 

python -m pip install --upgrade google-assistant-library 
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Fig.5.2.2b Creating e virtual environment 

5.2.3 Generate credentials 
We downloaded a .json file in previous in the home directory. Now we need to generate it 
with codes. Credentials able to generate and run the system tools. It might create the 
virtual environment to access through the internet with the Google action console cloud 
server and send an authentication code to the server for allow the whole system. 
The following codes are 

 

google-oauthlib-tool --scope https://www.googleapis.com/auth/assistant-sdk-prototype \ 

      --scope https://www.googleapis.com/auth/gcm \ 

      --save --headless --client-secrets /path/to/client_secret_client-id.json 

We need to visit the given URL to get the authentication code. 
The client secret .json file is the secret file that the device can easily understand to find 
the selected server. It authenticate the API into the raspberry pi. 
Type the command into the command prompt. 
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Fig.5.2.3 Authentication request on API(client_secret file is hiding for security purposes) 

 
Fig.5.2.3 authentication URL 
 
Simply visit the URL given in the windows and allow access the permission to 
authenticate the API into the Raspberry pi.Copy the code and past to the windows. 
If authorization was successful, you we will see a response like this, 
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credentials saved: /path/to/.config/google-oauthlib-tool/credentials.json 

 

Now it is authenticate with Google assistant. 
 

5.3 Run the sample code  
: At this situation we are ready to make a query of the assistant. To run the samples write 
the following command to the windows 

 

googlesamples-assistant-hotword --project-id my-dev-project --device-model-id my-model 

Now it able to understand the human voice and we can make a conversation with the 

device. 

Use command ”OK, GOOGLE” to listen up the voice that assistant conscious about. 

Like,  

“Who is mark zugerberg?” 

“Who are you?” 

“Who am I”? 

 

5.4 Results 
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Chapter 6 

Smart Mirror 

6.1 Setup Smart Mirror 
Now we have to install the smart mirror interface  on the raspberry pi .for 

the mirror interface we  simply install a latest Node.js file with following 

command. 

 

• curl -sL https://deb.nodesource.com/setup_10.x | sudo -E bash - 
• sudo apt install -y node.js 

 For the repository we are helped by the github developer MichMich .He 

create a repository for smart mirror.Simply we clone the repository using, 

• git clone https://github.com/MichMich/MagicMirror 
now Enter the repository and install and run the app 

• cd/magicmirror 
• npm install && npm start  
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we see a pop-up windows of smart mirror is shown in the display.like that, 

 
In this part the mirror display is a blank display.Now we can add modules on 

this display  as a user demand. 
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6.3 Smart Mirror Modules 

6.2.1Clock  

Clock are installed in the smart mirror by default. We can set the time zone to edit the 
config.js file into the magic mirror folder. 

f  

ff6.2.2 Calendar 
We need to configure the calendar with Bangladesh holyday. Simply edit the config.js 
and add a calendar CIS in the following lines. 
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https://github.com/MichMich/MagicMirror/blob/master/modules/default/clock
https://github.com/MichMich/MagicMirror/blob/master/modules/default/calendar


 

 

 

6.2.3 Weather Forecast 
To add a weather forecast on magic mirror we need to create a Open weather API  and 
simply edit the api key in the config.js file. 
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https://github.com/MichMich/MagicMirror/blob/master/modules/default/weatherforecast


 

Fig :6.2.3 Weather forecast Window 

 

Fig 6.2.3 b Weather forecast setup 

6.2.4 News Feed 
Replace the RSS link from the bangle news portal into the news feed configuration. 
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https://github.com/MichMich/MagicMirror/blob/master/modules/default/newsfeed


6.2.5 Google Assistant  
Finally its time to add a google assistant module into the smart mirror .For this step we 
find a solution to use a online DSN (Data stream network)  called PUBNUB.Just  set the 
publish key and the subscriber key in the assistant.py .We need to install leatest pubnub 
dependencies into the env/bin directory. 

 

 

Fig :6.2.5 a config.js                                                                   Fig:6.2.5 b Assistant.py 
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Fig:6.2.5 c Assistant windows 

 

 

 

 

Future Implementation 
The idea of AI is first written about by ‘Alan Turing’. He posed a question that “Can 
machines think” in 1950. I think the answer is ‘Yes’. Because, Now AI is posed to have a 
profounder impact on our lives and its everywhere.  The Future which be an exciting, 
fascinating new world completely from where it is now. Computer power doubles every 
18 months. This is possible because Computers are rapidly catching up human 
intelligence. Now a day’s machine is more powerful and stronger than us. We have now 
improved of the quality of machine translation using AI. And of course, in the lab, in 
healthcare, in material science, agriculture, automated system, animation etc.Smart mirror 
can now automate everyday tasks, process and analyze huge amounts of data, help with 
management decisions, create algorithms to forecast growth, help doctors diagnose 
patients, and much more. In progress of the modern world is not thinkable without the 
development of science and technology and without the implementation of technological 
innovations. Now we discuss about some hottest smart mirror AI technology which are 
lead the future- 
Natural Language Generation: It is basically introducing text from computer data. It is 
currently use in customers service and summarizing business intelligence. 
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Speech Recognition: It is transitive and transform of human speech. So it is useful for 
computer application. It is currently used in interactive voice response system and mobile 
applications. 
Virtual Agents: It is the current dialing of the media. Now it is use by big forms like 
amazon, apple, Google, IBM, Microsoft etc. 
In 2018 AI technology trends – 

• Deep Learning 
Theory 

• Capsule 
Networks  

• Probability  
Programming 

• Digital Twin 
• Lean and 

Augmented Data Learning 
• Deep 

Reinforcement Learning  

In future AI help us to-  
o Rebuild Society 
o Tactical Step 
o Education 
o Driverless 

Vehicles 
 
 

Chapter7 

Conclusion 
This project introduce the basic structure of a Smart Mirror with its Artificial 
intelligence.This is a Google based AI and designed to converse with human with a 
coherent structure for a incapable people. This smart mirror AI system has used speech to 
communicate with both input and output channel.Also the Smart Mirror Assistant system 
increase the interaction between the incapable patient or a blind man and computer by 
using specific feature like speech recognition, text recognition and the knowledge base. 
Moreover, this project enable the lengthy way to simplify the daily life to giving a simple 
command. This Google AI system can also be used in the healthcare, weatherforecast, 
education, business and entertainment. It has also ability to create a smart home, vehicle 
navigation, Robotics for security access. 
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