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ABSTRACT

The intent of the research paper is to presents a brief review of the use of a large amount
of student data that was kept by the educational institutions. Using the data mining
technique student result can be predicted from these data. The purpose of this research
paper is to provide an overview of how an educational institution can predict the student
result, what tools are used on this purpose, what kind of data is needed for the
prediction, how students can visualize their current progress and also can see their
predicted result. Finally, this paper will propose a recommended system for the students
and the institutions to improve the student progress depending on some specific data
such as, predict the student final grade depending on the student’s assignment,
presentation, attendance, quiz, mid, final mark on a particular subject and suggested
some predictive modeling such as Decision tree, Naive Bayes. Compare the predictive
modeling with each other and also find out the impact the various variable in student

result prediction.
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CHAPTER 1

Introduction

1.1 Introduction

Data mining in the sector of education is relatively new. It is mainly used in the business
world to find some hidden data using some algorithm for business purpose. Nowadays,
Data mining is used in the educational sector. The purpose of using data mining in the
educational sector is to develop a model. With the help of the model, student success
can be analyzed or predicted. From the concern of educational institutions, their goal is
to make improvement of the quality of education. Students result is a higher indicator
for any educational institution. Student success is mainly the institution’s success. The
process of the creation of human capital is a continuous process of analysis. So, the
result prediction of student’s is essential for an educational institution. In the student
grade prediction system, it can predict that which student is going to get which grade.
If we can predict student grade, then we know how many students are going to be
achieved a good result and how many can’t. We also can take the necessary steps to
minified the number of students who do not get the good result. Thus, data mining is
helpful in the educational sector. With the help of data mining, we can solve the

problem of predicting a student’s academic grade.

1.2 Motivation

Let’s assume, a situation where a new student admitted to an educational institute. It
takes some time for the student to cope up with the situation. In the meantime, there are
some students those are not careful about their study. So, they can’t do well in the
examination. But when they realize their fault, their exam is gone. If we have a system
that can predict the student result before the final examination, then it will be helpful
for the students. Again, for an institution, it has many students so, it is not possible to
check the student result manually and take necessary steps. But if the system can notify
the authority of the institution about the percentage of a student’s grade that they are
going to be achieved then the authority can take the necessary steps. Students also see
their predicted result. Then they also become careful about the examination.

©Daffodil International University 1



Objects
e Predict the student result.
e Show the predicted result to the student.
e Analysis of the different model for predicting student result.
e Find out the most significant attributes that are important for student result
prediction.
e Compare the prediction result using algorithms.
e Visualize the comparison of result that we get from analysis using a various type

of model

1.3 Rationale of the Study

Data mining is basically a computing method of processing data which is now
successfully applied in the educational sector. With the help of data mining algorithm,
we can find a hidden pattern or knowledge that extracted from the huge amount of data.
Without only predicting the student result, we can also extract much knowledge from
the data. We also find a student economic condition from student data then analyze it
with other data. We can analyze the behavior of the students from the data. We can find
any difference in terms of behavior between a good student or a bad student. We can
find out the reason behind the student success if we have the data of student’s study
time, habit etc. Educational data mining is widely used to improve student performance.
Not only educational sector, these type of data mining technique used in customer

behavior analysis, the market value of any product etc.

1.4 Research Questions

A research question fundamental and critical part of any research project. It needs to be
centered, cleared, focused and trend to center to the analysis. The research questions
are always related to the research topic and may be answered directly through the
analysis of data. The research questions that we are trying to answer throughout the

paper are given below.

e The first and foremost question is which data we want to use to complete our

analysis, mainly the attribute?

©Daffodil International University 2



e The next question is how to prepare the data set from the raw data set that fit
to the analysis?

¢ Find out the algorithm which will offer the best result for the analysis?

e How to compare the one algorithmic program with another algorithmic
program?

e How can we become skilled to choose the right tool for the data set?

1.5 Expected Outcome
e Best model that describes the prediction system.
e Grade predict without the final term result.
e Discover the reason behind the bad result.

e Define the attribute on which the prediction result depends.

1.6 Report layout

This research paper consists of six chapters. The chapters are Introduction, Literature
review, Research methodology, Analysis of the Results and Discussions, Conclusion
and future scope of the study

Chapter 1, Introduction; try to discuss the motivation behind the research work,
simplify the questions that arise during the analysis, pointed out the expected outcome
of the analysis.

Chapter 2, Literature review; introduction, discuss the related work similar to the
project, discuss the research summary, find out the scope of the problem during the
analysis, challenges that faced during the research work.

Chapter 3, Research methodology; introduction, briefly discuss the KDD process, data

collection, data selection,data preprocessing,data mining algorithms, use weka tool for

classification.
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Chapter 4, Analysis of the Results and Discussions; result analysis, statistical analysis
of the numeric attributes, number of instances of a class attribute, comparison of
different algorithms using cross-validation, a training set, and testing set, discuss

challenges that we face.
Chapter 5, Conclusion and Future scope; this chapter provides the summary result that

we get from the previous chapter and in future scope section we discuss what we can

do with this research in the future.

©Daffodil International University 4



CHAPTER 2

Literature Review

2.1 Introduction

In the higher education system, the student result information is stored in the database.
There are various types of student data stored in the database. To properly use of this
huge amount of data on the other hand extract knowledge from these data, we can use
a new technology called data mining.

Data mining is a process of sorting the data which is actually needed to extract hidden
patterns from a large database. It also can be said that data mining is a way of finding
the patterns and relations among the data in a large database[3].There is various type of
techniques to extract the hidden pattern from the data. Educational data mining is a new
and advanced technique that used in the educational institution to extract knowledge
from the various type of information. It can be applied to the data that are related to the
educational system. Romero and Venture [1] find out the cycle of applying data mining

in educational systems.

EDUCATIONAL SYSTEM /

— e f—
i B 28

Responsbie
L | (clustering, classification, outlier. associatior
pattern matching. Text Mining)

ate and
aicate

¥
tudents
dation

Figure 2.1: Cycle of data mining in the educational sector

The data can be collected through various ways such as from the database of the
institution, from the students, from the teachers. These data consist of a various type of
student information such as their personal information or academic performance. Data
mining uses many formulae to extract a knowledgeable pattern such as decision tree,

neural networks, naive Bayes, K-Nearest algorithm etc.
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For any educational institution, student performance is a major concern. They try to
figure out the reason behind the bad result of the student. They also try to make a
performance prediction that can predict student result. So, that they can manage the
students and take proper steps for the students who do not achieve a good result.In this
paper, we try to predict the student result based on their attendance, presentation,
assignment, quiz, mid-term, final mark and predict their final grade on a particular

subject.

2.2 Related work

Devesia, T.P, and Hedge [4] said that increasing the number of students who were
dropping out from an institute is affecting the reputation of that institute. They find that
the system was incapable of analyzing the student data. The system only stores and

access the information.

Ktona, Xhaja, and Ninka [5] describe that data mining is a special area of computer
science that is used widely in education. At the same time, it can provide some solution
to increase the quality of education. Generally, data mining is a combination of some
tools of the statistic with DBMS and Al.

Mishra, Kumar, and Gupta in [4] used different classification techniques to build a
performance model based on student’s social integration, various emotional skills,
academic integration. Two algorithms are applied in this process named Decision tree-

J48 and Random Tree to predict third-year student semester performance.

Jacob, et al. in [6] said that the C5.0 classification has one hundred percent accuracy in
classification. He showed the comparison will be done between the proposed algorithm

and the benchmark algorithm like the Decision Tree and Naive Bayes.
Varun Kumar and Anupama Chadda [8] used one of the data mining technique named

association rule mining. They enhancing the quality of students’ performances at Post

Graduation Level.
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2.3 Research Summary

In the research summary, we clearly say that the research will be recommended a
system that can be extremely helpful for the student because the system will predict the
student result for a specific subject. Such as, in this research we take data structure as
the subject. We collect the data such as assignment, mid-term, final, presentation,
attendance, quiz mark on that subject. From this data, we can predict the final grade of

the student. The authority can be also used this system to find out the specific student

for special consideration.

2.4 Scope of the problem

Format changing problem of the data.
Divide the dataset into training and testing set.
Finding an algorithm that suits best to the dataset.

Analyze the different type of attribute with the class attribute.

2.5 Challenges

Challenges that we face in this section

To collect the data for our experiment

The data are not well maintained and not suitable for the experiment

©Daffodil International University



CHAPTER 3
Research Methodology

3.1 Introduction

The methodology is a way of collecting data or information and it contains several
concepts and theory. The full process of data mining based on Knowledge Discovery
and Database (KDD). The KDD process is illustrated in figure 3.1 [9].

Interpretation
Evaluation ~f
;XQ
- % Knowledge

E P.mcm
! ;
{ H
H H :
: : |
: I '
P ransformed §
' Data {
l'rc ~Processing ' |

I'rends :

' ' Data
Rm H larget Data }
Dma ----------------------------------------------------------- Y

Figure 3.1: KDD process for data mining

The methodology that we are using in the research paper is KDD. It contains several
parts such as data selection, data pre-processing, data transformation, some data mining
techniques for finding the pattern, then extract knowledge. So that, we can say that
KDD is a process where first select the data from a raw database, then pre-process the
data to applying the data mining rule on the dataset, depending on the result of data
mining we can analyze a pattern and from the pattern we can extract some knowledge.
By using the knowledge, we can get the information that we want throughout our

process.
3.2 Steps of the KDD process

There are several steps in the KDD process. Thus, we conduct our research depending

on the KDD process. So, we try to discuss the process according to our research work.
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Data selection

For any data mining research, the main element is data. Without the data, no experiment
can be done. From the data, we can get valuable information. So we collected the 260
students data on a course named data-structure from our respected supervisor. We

conduct our research on those data.

Finally, we collect the raw data that we need for our research work. Then we eliminate
the attribute that we don’t need for the experiment. For example, in the raw datasets
that illustrated in figure 3.2, we have several attributes those are student name,
attendance, three quiz mark, an average of the quiz mark, presentation, assignment,
mid-term, mid-term improvement, Up to mid-term, absent checker, final, grand total,
grade, grade-point. But for our research, we can not take all the value for the
experiment. We choose the only value that is related to our research and we also have
to find the class value. In our case, the final grade is the class. But we achieve the class

value after the data pre-processing step.

Student Id Name ATIM @1 Q2 Q3 AVG (Quiz)  Presn Assign MI MILIm UIM  Abs WH Final Gl GRD
141153353 Md. Shakil Shahriar Khan 272 15 o 0 050 0 o 95 0 1272 o 13 |1
151-15-4890  Pollob Biswas 0.78 (1] 0 0 0.00 o 0 0 0 078 0 1 I
151155052 Md. Rezoanul Karim Ullash 6822 65 12 115 10.00 63 38 155 0 4182 275 70 A
152-15-5525  Md. Aktaruzzaman Bhuiyan Rasel 117 ] 0 o 0.00 o 0 0 o 117 0 2 I
153-15-6674  Nurnoshin Sultana an 8 8 11 9.00 6.4 32 125 0 3421 36 A
161-15-6883  Umme Sharmin Ritu 233 2 0] ] 0.67 6.2 (0] 125 o 217 24 46 C
161-15-7082  Asrafull karim 35 2 10 11 787 5 o 8 0 2417 25 50 C
161-15-7621  Md. Asaduzzaman 35 3 3 o 3.00 o 0 85 o 15 0] 15 1
161157631  Golam Mahmud Roman 35 ) 5 0 167 0 0 T 0 2217 b7 50 ¢
171-15-8557  Redwan Hoszain 7 12 a5 13 11.50 7 4.2 245 o 542 32 87 A+
171-15-8585  Md. Rifat Ahmed 6.61 7 115 14 1083 6.3 £] 11 0 3774 265 65 B+
171-15-8607  Md. lbrahim Hossen 7 [a 9 13 8.67 65 3 195 o 4467 345 80 A+
171-15-8625  Md. Ramijul Islam 6.22 8 9 15 10.67 6.2 35 135 0 40.09 29 70 A
171-15-8658  Udoy Deb Das 7 6 0 12 6.00 68 35 15 0 308 345 66 B+
171-15-8673  Ayeasha Akter Liza 6.61 ) 9 10 9.00 6 25 105 0 3481 295 65 B+
171-15-8708  Ragib Muid 6.22 B i 13 867 6 2.8 9 0 3269 115 45 C
171158735  Nayma Sultana Nipu 6822 10 10 12 1067 74 4 245 0 5279 35 88 A+
171-15-8737  Redwan Sharafat Kabir 6.61 @5 5 14 9.50 72 4 195 o 46.81 225 noA
171-15-8743  Tasmima Sultana Reya 7 B85 12 12 1083 7 38 16.5 0 4513 35 81 A+
171-15-8751  Ahmed Shihab Muhibullah 7 6 ] 12 867 71 4 15 165 43.27 40 84 Ar
171-15-8787  Md. Abdullah Al Mamun 7 9 15 13 1233 6.7 42 175 0 4773 36.5 85 A+
171-15-8795  Alamin Hossain 7 115 C] 13 147 69 4 18 (1] 47.07 38 861viAs
171-15-8808  Syed Rakesh Uddin 6.61 10 11 13 133 6.8 r 155 0 4424 3 B A
171-15-8813  Faria Nishat Khan 6.61 A 15 12 1167 A9 4 205 0l 49.68 32 82 A+

Figure 3.2: Raw datasets for the experiment

For the experiment, we need only 7 attributes. Those are attendance, the average mark

of the quiz, presentation, assignment, mid-term, final mark and grade.

©Daffodil International University 9



After selection the data we find a target dataset that illustrated in figure 3.3.

A B C D E F G

1 |Attendance PresentationAssignment Quiz Mid Term  Final Grade
2 0.32 ] o ] 0 o1

3 o ] o ] 0 o1

4 1.27 ] 3 ] 13 o1

5 2.23 ] 3 ] 6.5 18 F
6 6.05 6.2 2 13.83 12.5 34 A
7 6.63 6.8 4 11.5 21.5 31.5 A+
8 7 6 3.5 12.67 14 33 A
g 6.36 5.8 3 8 8 23 B-
10 5.09 6.6 4 9 7 32.5 B+
11 7 5.6 3 10.17 11 24 B
12 5.41 6.4 3 8 15 33 A-
13 3.5 ] o ] 17.5 o1
14 4.14 ] o 3.5 14.5 o1
15 6.36 6.3 3.5 9.33 13.5 31 A-
16 3.5 6.2 3 9.67 20 28.5 A-
17 5.73 6.7 1 9.17 4.5 29 B-
18 6.63 6.8 4 11.23 15.5 35 A+
19 6.63 5.9 3 10 13 25.5 B+
20 6.36 5.5 3 11.83 3 23.5 B-

Figure 3.3: Target data set for the experiment

Pre-processing of the Data

Pre-processing is a crucial part of the KDD process. In this phrase, we have to find out
if there is any missing attribute in the data set. In our target dataset, there is no missing
value.We selected the grade attribute as the class value of our prediction model. For

this, we divided the class value into five categories. We can see that from table 3.1.

Table 3.1: Converting the grade attribute into the categories

Grade Category
A+ Excellent
A A- Good
B, B+ Average
B-,C+C,D Below Average
F, | Fail

©Daffodil International University 10



After the pre-processing phrase, we get a data set that we can use for data mining phrase.

Figure 3.4 illustrated the data set after pre-processing phrase.

A B = D E F G
1 |Attendance Presentation Assignment  Quiz Mid Final Grade
2 0.22 o o o o 0| Fail
3 o o o o o 0| Fail
4 1.27 o 3 o 13 0| Fail
o 2.23 o 3 o 6.5 18 Fail
] 6.05 6.2 2 13.83 12.5 34 Good
T 6.68 6.8 4 11.5 21.5 31.5 Excellent
8 7 51 3.5 12.67 14 33 Good
9 6.36 5.8 3 8 3 23 BelowAverage
10 5.09 6.6 4 9 7 32.5 Average
11 7 5.6 3 10.17 11 24 Average
12 5.41 6.4 3 a8 15 33 Good
13 3.5 0 o 0 17.5 0| Fail
14 4.14 0 o 3.5 14.5 0| Fail
15 6.36 6.3 3.5 9.33 13.5 31 Good
16 3.5 6.2 3 9.67 20 28.5 Good
17 5.73 6.7 1 9.17 4.5 29 BelowAverage
18 6.68 6.8 4 11.33 15.5 35 Excellent
19 6.68 5.9 3 10 13 25.5 Average
20 6.36 3.3 3 11.23 5 23.5 BelowaAverage
21 4.14 6.7 4 10.17 11.5 27.5 Average
22 6.68 6.7 4 11.17 9 31.5 Good
23 5.09 5.4 4 11.67 15.5 27.5 Good
24 6.68 6.8 4.5 13.83 15 22.5 Good
25 5.73 5.9 3 7.17 3.5 29 BelowAverage

Figure 3.4: Target dataset after pre-processing phrase

Now, after the pre-processing phrase data is transformed for applying data mining
algorithm on the data. Data mining and other phrase are described in the future section
of this chapter. From table 5.2 we can see the description of the attributes that we

select for the study.

Table 3.2: Provides the attribute information of the student

Attribute Description of the attribute
Name
Attendance Students attendance mark
Presentation Students presentation mark
Quiz Average quiz mark of the student
Mid The mark that student get in the mid-term exam
Final The mark that student obtain from the final exam
Assignment The mark the student get after submitting the assignment
Grade This is the class attribute. We want to predict this attribute
depending on the above attributes

©Daffodil International University 11



3.3 Use Weka for the Classification process

Data mining (Classification)

In KDD process, the third step is data mining. Various kinds of data mining algorithm
used in this phrase to discover the hidden pattern or the information from the data set.In
this phrase, we analyze the data using the data mining algorithm.

The data mining process occurred in two ways. One of them is Descriptive Analysis

and another in Predictive Analysis.

Descriptive analysis used when we want to descriptive information from the
summarized information and the information must be understood by the human.There

are three basic algorithms for descriptive analysis.The algorithms are

e Clustering
e Association rule mining

e Sequential rule mining

Predictive analysis is used when we want to predict one variable depending on the other
variables. In this analysis, we try to figure out what would possibly happen. The
predictive analysis gives the probability of the future outcome. There are some

algorithms for predictive analysis. The algorithms are
e Classification
e Regression

e Deviation detection

For our prediction, we use classification Algorithms.

©Daffodil International University 12



Using Weka tools

Weka is a collection of machine learning algorithms and data processing tools.Weka is
a software and it is written in java. It contains many tools for data pre-processing,
classification, regression, clustering and association rules. For complete the data mining
process in KDD, we need to select and use many algorithms. We complete this process

using Weka.

Classification Algorithm

In data mining classification is a technique and it basically based on machine learning.It
is used to classify each of the items in the data set. And in the dataset, there is always a
data set that is called the class. It makes use of some of the mathematical technique like
a decision tree, neural network, linear programming etc. There are some algorithms for
classification and the algorithms are decision trees, Neural Networks, Genetic
algorithms, Bayesian networks, Rule-based induction. There are some steps for
applying the classification rule. First of the all, from the entire dataset, about 60% to
80% data is used for creating the training dataset. It takes the dataset for well-known
output values and uses the dataset to create our model. After creating the training
dataset,we take the rest of the dataset and divided them two or more sets to creating test

set. Then we compare the two datasets to test the accuracy of our model.

In our research, we want to predict the student result using classification. For this
purpose, we need to find out the models using a classification algorithm. So, we apply
two algorithms of classification. They are Naive Bayes and Decision tree. Decision tree

called j48 in weka.

©Daffodil International University 13



First of all, we load our datasets in weka. After loading all the data it will be looked
like figure 3.5 in weka.

€3 Weka Explorer — a x

J Preprocess | Classity | Cluster | Associate | Select attributes | Visualize | Visualize 3D |

[ Openfile.. J [ Open URL... J [ Open DB... J { Generate... J Undo { Edit.. J [ Save... J
Filter
Choose |Mone Apply
Current relation ~ Selected attribute
Relation: rev_student_data Attributes: 7 Mame: Grade Type: Mominal
Instances: 260 Sum of weights: 260 Missing: 0 (0%) Distinct: 5 Unique: 0 (0%)
Attributes No. | Label | Count | Weight
F 1 1 BelowAverage 57 57.0
2 Good 1T/ 77.0
l All J { None J l Invert J l Pattern J 3 Excellent 36 6.0
4 Average 53 53.0
No | | Hame | 5 Fail 37 370

1 [ Attendance
2 || Presentation
3 || Assignment
4[] Quiz
5[] mid
6 [ | Final —
(Class: Grade (Nom) 7| visuatize A

7

o]

Status

OK - w 4 0
Figure 3.5: Student result prediction classification in weka

From figure 3.5, we can see that there are 260 instances and 6 classes. Among all the
attributes the class attribute needs to be nominal. The classification process mainly
depends on that nominal attribute. In our case, this class attribute is grade and the
attribute is nominal. If the class attribute is not nominal then virtually it is not possible
to apply the classification algorithm. After the loading, all data in weka if we want to
apply some data pre-processing technique before classify we can do that. The weka also
shows some vital information for all the attribute in figure 3.5. Such as, for grade
attribute, it shows the type of the attribute, distinct values of that attribute, count value
of each distinct value and their weight. It also indicates if there is any missing value in
the attribute.
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For classify the data click on the classify icon that shown beside the pre-processor icon

in weka. Then we get a screen like a figure 3.6

£ Weka Explorer

[ Preprocess T Classify I Cluster I Associate T Select atfributes I Visualize T‘ufisua\ize 3D ]

Classifier

Choose | NaiveBayes

Test options

) Use fraining set

) Supplied test set
(®) Cross-validafion Folds 10
|_) Percentage split

| More options... |

-

(Nom) Grade

l Sar \

Result list (right-click for options)

Status

0K

Figure 3.6 Step before the classification process in weka

et

For classification, we use two algorithms like Naive Bayes and Decision tree (j48 in

weka).We use Naive Bayes in figure 3.5 and use cross-validation as test options. In

cross-validation, all the dataset folds into some number of data. In our case, we fold 10

data are in each fold. After that, a set of the fold acts like a test set and it compares with

the other sets and thus we get the accuracy for our model. We check the data set for

two algorithms to find out which suits best for our dataset. First, we use Naive Bayes

classifier.For that, we choose the classifier from the classifier menu. After that, we

©Daffodil International University
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select the test option and then we select the class attribute. Generally, the class attribute
is the last attribute in weka. We can see in figure 3.4. The class attribute is in the last in
the attribute column.We also select that from classify step. The option for that is under
the test options in weka figure 3.5. Then we click the start button to start the

classification process. The result of applying the classifier is illustrated in figure 3.7.

& Weka Explorer - m] *

[ Preprocess I Classify I Cluster IAssociate I Select attributes I Visualize T\J’isuahze D }

Classifier

Choose | NaiveBayes

Test options ~ Classifier output

() Use training set -
Time taken to build model: 0 seconds E
() Supplied test set

. === Stratified cross-validation ===
(®) Cross-validation Folds 10 .

Summary ===
() Percentage split
Correctly Classified Instances 211 81.153% %
{ Mare options | Incorrectly Classified Instances 49 18.8462 %
Kappa statistic 0.7608
— Mean absolute error 0.1079
| (Mom) Grade ./ Root mean squared error 0.2353
. Relative absolute error 34.4081 %
Start ‘ Root relative squared error 59,4343 %
Total Number of Instances 260

Result list {right-click for options)
=== Detailed Rccuracy By Class ===

02:42:08 - bayes NaiveBayes

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
0.71% 0.054 0.783 0.71% 0.752 0.683 0.950 0.781 Belowhve
0.805 0.044 0.886 0.805 0.844 0.784 0.968 0.542 Good
1.000 0.013 0.500 1l.000 0.947 0.540 0.998 0.887 Excellen
0.736 0.101 0.650 0.736 0.890 0.607 0.912 0.73% Average
0.892 0.022 0.363 0.892 0.830 0.360 0.995 0.974 Fail
Weighted Awvg. 0.812 0.051 0.31% 0.312 0. 0.759 0.961 0.375
=== Confusion Matrix ===
a b ¢ d e < classified as
41 0 011 51 a = BelowAverage
162 410 0] b= Good
0 03 0 0] c=Excellent
€ 8 03% 01 d=Average
4 00 033 e=Fail ./
v
{_ J

Status

oK ] Log ‘ ‘ﬂ)xo

Figure 3.7: The classifier output model using a Naive Bayes Algorithm in weka

From figure 3.7, we can see that result of using Naive Bayes classifier. We can see the
two vital information from figure 3.7. One of them is correctly classified instance and
the other is an incorrectly classified instance. Here in this model, the accuracy is about
81.15% . So, we can say that the model is a smart model for our dataset. Now, some
questions arise on our mind that what the other things mean in figure 3.7 like accuracy,

confusion matrix, TP Rate, FP Rate, Precision, Recall.
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The confusion matrix is a matrix that used to describe or justify classification model
whether it is true or not. TP means true positive FP means false positive.FN means false
negative and TN means true negative. From TP,FP,FN, TN we get the value of accuracy,
Precision and Recall value. For Accuracy first, we add TP and TN and then divided
with the total number of the instances. For Precision FP divided by the total number of
instances. For recall FN divided with a total number of instances.

We also use Decision tree (called J48) in weka. By using this algorithm, we can
generate a visualize tree from the model. First, we want to check the dataset with this
algorithm and that showed in figure 3.8.

& Weka Explorer - O X

[ Preprocess I Classify I Cluster TAssocwate I Select affributes I Visualize IVisuaIize 30 ]

Classifier
[m| J48-C0.25-M2
Test options ~ Classifier output
I_J) Use training set
=~ L === Stratified cross-validation === :
() Supplied test set === Summary ===
(®) Crossvalidation Folds 10 Correctly Classified Instances 201 77.3077 %
() Percentage split Incorrectly Classified Instances 59 22.6523 %
Kappa statistic 0.703
l More options... ‘ Mean absolute error 0.0998
Root mean squared error 0.2882
. Relative absolute error 31.8285 %
72.8
(Nom) Grade v Root relative squared error 72,8034 %
Total Number of Instances 260
L______Eﬂéﬂ______J === Detailed Accuracy By Class ===
Result list (right-click for options})
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area FRC Area C(lass
22°55:20 - frees. J43 0.807  0.088  0.719 0.807  0.760 0.6%0  0.879 0.654 Belowhverage
0.844 0.104 0.774 0.844 0.807 0.723 0.901 0.758 Good
0.750 0.00% 0.831 0.750 0.831 0.813 0.935 0.844 Excellent
0.623 0.092 0.635 0.623 0.629 0.535 0.841 0.541 Rverage
0.811 0.004 0.983 0.811 0.882 0.36% 0.904 0.833 Fail
Weighted Rwvg. 0.773 0.071 0.783 0.773 0.775 0.711 0.289 0.714
=== (onfusion Matrix ===

a b c d e < classified as
46 0 010 11 a = BelowhAverage
16 2 9 0] b=Good

0 927 0 0] c=Excellent
11 % 033 0| d= kverage

6§ 1 0 0301 &=Fail

v
\J

Status )
0K Log | &0

Figure 3.8: The classifier output model using a Decision Tree Algorithm in weka

From figure 3.8 we see that the accuracy of this model is about 77.30 percent. So, we

call that this model is also a smart model for our test set. Decision tree accuracy is less
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than the Naive Bayes classification. But the classification we did here we set test option
as cross-validation. But after analyzing with training and test set we can say that which
one is better. We can see that in the future section in this chapter. Again the difference
rate of the accuracy between two model is not so high. We can also visualize a tree
view model with a Decision tree. For this, we have to right click in the result list then

we have to click on the visualize tree. Then we got the tree view model of the dataset
and that is shown in figure 3.9.
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Figure 3.9: Visualize the tree view model in Decision tree in weka
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3.4 Experiments using Weka Tool
Experiment area is necessary for done half of the analysis work. Experiment step is
tough for every researcher for their research work. In data mining, the result of the

research work depends on the what method or style we use for analysis [11].

Experiment

For the experiment our data set in weka. First of all, we divided the dataset into two
sets. We select about 60% of our instances for the training set and the rest of the data
set we use as a test set. Then we divided the test datasets into two sets as test set-1 and

test set-2. The information on the number of instances of each set is shown in table 3.3.

Table 3.3: Provides information about the instances of the dataset

Instances Number of instances
Total instances 260
Training instances 156
Test Dataset-1 instances 52
Test Dataset-2 instances 52

m Mumber of instances

[ =]

(2]

156

S [}
u L

TOTAL INSTANCES TRAINING INSTANCES TEST DATASET-1 TEST DATASET-2
INSTAMCES INSTANCES

Figure 3.10: Information about the number of instances
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For our experiment, first of all, we open our training dataset by clicking the open file
in the weka software from the pre-process. Then select classify option to apply the
algorithm.

Choose |.J48-C035-M2
Test options ~ Classifier output
(®) Use training set i
; r
() Suppliedtest set Set === Evaluation on training set ===
(_) Cross~validation Folds 1 Time taken to test model on training data: 0 seconds
() Percentage split === Summary ===
{ More opfions J Correctly Classified Instances 151 9€.7949 %
Incorrectly Classified Instances 5 3.2051 %
Kappa statistic 0.959
| (Nom) Grade 'J Mean absolute error 0.0201
Root mean squared error 0.1004
Start Stop Relative absolute error 6.4272 %
R It list (right.click _ Root relative sguared error 25.3601 %
ResulES{1HN ECRC Ko pRais) Total Number of Instances 156
225520 - trees J48
=== Detailed Accuracy By Class ===
00:53:20 - trees J48
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
1.000 a.o0z27 0.933 1.000 0.966 0.954 0.998 0,991 BelowRAverage
0.957 0.000 1.000 0,857 0.978 0.974 0.999 0.990 Fail
0.950 0.00% 0.974 0.5350 0.962 0.949 0.987 0.986 Good
0.933 0.o08 0.966 0.5933 0.549 0.938 0.99¢ 0.97¢ Average
1l.000 0.o00 1.000 1.000 1.000 Ll.000 1.000 1.000 Excellent
Weighted Avg. 0.968 0.0l1 0.969 0.968 0.968 0.958 0.998 0.988
== Confusion Matrix =—
a b d = <-- classified as
43 0 0 0 0| &a = BelowhAverage
122 0 0 0| b= Fail
1 038 1 0| c=Good
1 0 128 0| d = Average
0 0 0 020 | e=Excellent
—
v

Figure 3.11: Run Results on Training dataset using Decision Tree (j48)

Here,we first use Decision tree named j48 in weka. Then select the text options as use
training set. After that, we click the start button to run the process.The results we get

are shown above in figure 3.11.

From the test, we have to get the result like-
e Correctly Classified instances 151 96.7949%

e Incorrectly Classified instances 5 3.2051%
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We get the result from the training data sets now we run our Test dataset-1 with the

training dataset to see how our experiment goes. So, we have click on the test options

named use supplied test then click start to run the Test Data-set 1.

Preprocess | Classify | Cluster | Associate | Select atributes | Visuziize | Visualize 3D |

‘lassifier

Choose | M8-C0.25-M2

‘est options _ Classifier output
(U Use training set === Evaluation on test set ===
(®) Supplied test set Set
Time taken to test model on supplied test set: 0 seconds
() Cross-validation Folds 1
=== Summary ===
(_) Percentage split
Correctly Classified Instances 38 73.0769 %
l More options J Incorrectly Classified Instances 14 26.9231 %
Kappa statistic 0.6414
™ Mean absclute error 0.1115
{Mom) Grade B Root mean squared error 0.3178
Relative absolute error 35.5219 %
Start Root relative squared error 20,1504 %
{esult list (right.click for options) Total Humber of Instances 52
01:21°31 - frees.J4s === Detailed Accuracy By Class ===
Cr 2 )= B R EE A5G 6 TF Rate FP Rate Precision Recall F-Measure MCC ROC Area FRC Area Class
0.750 0.045 0.750 0.750 0.750 0.705 0.854 0.e21 Belowkverage
0.750 0.0o00 1.000 0.750 0.857 0.247 0.835 0.379 Fail
0.727 0.133 0.800 0.727 0.762 0.8603 0.842 0.727 Good
0.6€7 0.152 0.364 0.887 0.471 0.402 0.734 0.313 Rverage
0.750 0.023 0.857 0.750 0.800 0.769 0.864 0.681 Excellent
Weighted Avg. 0.731 0.024 0.782 0.731 0.747 0.€59 0.849 0.€79
=== Confusion Matriz ===
a b c d e <-- classified as
€ 0 0 2 0| a=Belowkverage
2 68 0 0 0| b=rFail
0 0l 5 11| c=Good
0 0 2 4 0] d=Average
0 0 2 0 & e=Excellent
<
Figure 3.12: Run Results on Test dataset-1 using Decision Tree (j48)
From the run result on Test dataset-1, we get the result like-
e Correctly Classified instances 38 73.0769%
e Incorrectly Classified instances 14 26.9231%
©Daffodil International University
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Now we can run the Test dataset-2 as the supplied test with the training datasets and

check the run result on the Test dataset-2. The run result is shown below in figure 3.13.

[ Preprocess IC\asswfyT Cluster T Associate T Select attributes I Visualize T Visualize 3D ]

Classifier

| choose J|.ma C0.25-M2

Test options.

Classifier output

() Use training set

A
@ Suppliedtest set Set . Time taken to test model on supplied test set: 0 seconds r
() Crossvalidation Folds 10 === Summary ===
() Percentage split Correctly Classified Instances 75
. Incorrectly Classified Instances 25
l More options... Kappa statistic L6347
Mean absolute error
Root mean squared error L3131
(Nom) Grade Relative absolute error .5675 §
Root relative squared error L8124 %
Start Stop Total Number of Instances
Result list (right-click for options) - Detailed Accuracy By Class ===
01:21:31 - rees.J48 . TF Rate FP Rate Precision Recall F-Measure MCC ROC Rrea PRC Area C(Class
01:21:44 - misc.InputiappedClassifier 1.000  0.156  0.500 1.000  0.667 0.650  0.911 0.467 Belowkverags
01:42:23 - misc.InputMappedClassifier 0.889 0.000 1.000 0.889 0.941 0.932 0.5943 0.803 Fail
0.846 0.103 0.733 0.846 0.736 0.711 0.302 0.708 Good
0.563 0.o0z23 0.900 0.583 0.892 0.628 0.734 0.666 Rverage
0.571 0.022 0.800 0.571 0.6867 0.638 0.775 0.515 Excellent
Weighted Awg. 0.750 0.053 0.803 0.730 0.752 0.7035 0.842 0.671
=== Confusion Matrix ===
a b c d e <-- classified as
T 0 0 0 0| a=BelowAverage
1 8 0 0 0] b=rFail
0011 1 11| c=0Good
€ 0 1 % 0| d=Average
0 0 3 0 4] e=Excellent
Y4
L
EIS S
Status S
oK Log W x0

Figure 3.13: Run Results on Test dataset-2 using Decision Tree (j48)

From the run result on Test dataset-2, we get the result like-

e Correctly Classified instances
e Incorrectly Classified instances

©Daffodil International University
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From table 3.4, we can see the information that we get from the above experiments
using Decision Tree (j48)

Table 3.4: Provides information about the run result using the training and testing
datasets using Decision tree (j48)

Types of the Number of Number of | Percentage of | Percentage of
dataset correctly incorrectly correctly incorrectly
classified classified classified classified
instances instances instances instances
Training set 151 5 96.7949% 3.2051%
Test set-1 38 14 73.0769% 26.9231%
Test set-2 39 13 75% 25%

m Number of correctly classified instances

W Percentage of correctly classified instances

151

Ly

95. Te49%

DECISION TREE (148)

3.2051%

TRAIMNING ZET

73.0765%

o

TEST SET-1

28.9231%

m Number of ncomectly dassified instances

Percentage of mcorrectly dassified instances

75%

25%

TEST SET-2

Figure 3.14: Information about the run results on different test sets using a Decision
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Now we use the Naive Bayes classification algorithm. First, we apply the classifier on

training data set in weka. Then use the test dataset-1 and test dataset-2 to check the

accuracy of the dataset with the training dataset.

At first, we choose the classifier and we choose Naive Bayes for our experiment. After

running the process we get results that are illustrated in figure 3.15

Classifier

Choose | NaiveBayes

Test options

(®) Use training set
\_J) Supplied test set

() Crossalidation Foids 1
(_) Percentage split

[ Wore options...

(Nom) Grade

Start

Result list (right-click for options)

02:21:03 - bayes NaiveBayes

Figure 3.15: Run Results on Training dataset using Naive Bayes

_ Classifier output

=== Evaluation on training set ===

Time taken to test model on training data: 0.01 seconds

=== SUmMmary ===

Correctly Classified Instances 131 §3.9744 %
Incorrectly Classified Instances 25 16.025¢ %
Kappa statistic 0.796

Mean absolute error 0.0989

Root mean squared error 0.2209

Relative absolute error 30,9046 %

Root relative squared error 55.8088 %

Total Nurber of Instances 156

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure MCC ROC Brea FPRC Area
0.814 0.035 0.897 0.814 0.854 0.803 0.972 0.882
0.913 0.015 0.913 0.913 0.913 0.8%8 0.993 0.983
0.825 0.080 0.825 0.825 0.825 0.785 0.963 0.90%
0.733 0.087 0.687 0.733 0.693 0.623 0.924 0.727
1.000 0.007 0.952 1.000 0.97¢ 0.972 1.000 1.000
Weighted Zwg. 0.840 0.045 0.244 0.840 0.241 0.794 0.9€9 0.890

=== Confusion Matrix ===

a b c d e < classified as
3 2 0 & 01 &= Belowhverage
221 0 0 01 bs=rFail

1 033 5 11 c=6Good

1 0 722 01 d-= Average

0 0 0 0201 e =Excellent

From the test, we get the result like this-

e Correctly Classified instances 131 83.9744%

e Incorrectly Classified instances 25 16.0256%
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Now we load the test dataset-1 in weka software as the supplied test. After running the
process we get the results that are shown below in figure 3.16.

& Weka Explorer - i X
{ Preprocess TCla.ssify T Cluster T Associate I Select affributes T Visualize TVisuaIize D ]
Classifier
| choose J|NaiveHayes
Test options Classifier output
() Use fraining set
v . === Evaluation on test set === :
(®) Supplied test set Set..
Time taken to test model on supplied test set: ( seconds
) Cross~validation Folds 10
() Percentage split === Sumary ==
l More options... J Correctly Classified Instances 40 T€.9231 %
Incorrectly Classified Instances 12 23.0769 %
.| |Kappa statistic 0.6938
[ (Nom) Grade I' Mean absolute error 0.12353
Root mean squared error 0.2714
—— Relative absolute error 40.0642 %
—— ;
Root relative squared error 63,4545 %
Result list {right-click for options) Total Number of Instances 52
02:21:03 - bayes NaiveBayes === Detailed Accuracy By Class ===
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area FRC Area C(lass
0.875 0.063 0.700 0.875 0.778 0.73% 0.946 0.682 Belowhverage
0.750  0.000  1.000 0.750  0.837 0.347 0,934 0.972 Fail
0.632 0.087 0.882 0.882 0.76% 0.643 0.4917 0.5900 Good
0.833 0.130 0.455 0.833 0.538 0.550 0.94% 0.629 Rverage
0.875 0.023 0.875 0.875 0.875 0.852 0.939 0.4950 Excellent
Weighted Awvg. 0.76% 0.057 0.822 0.769 0.77% 0.713 0.943 0.854
=== (onfusion Matrix ===
a b cde <-classified as
7 0 0 1 01 a-= Belowhverage
2 6 00 0] b=Fail
1 015 5 11 c=Good
001 5 01 d-=Ekverage
0 0 1 0 7] e-=Excellent b/
v
Status S
0K Log W x0

Figure 3.16: Run Results on the Test dataset-1 using Naive Bayes

From the test, we get the result like this-
e Correctly Classified instances 40 76.9231%
e Incorrectly Classified instances 12 23.0769%
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Now we load the test dataset-2 in weka software as the supplied test. After running the
process we get the results that are shown below in figure 3.17.

Classifier

| choose ”NaiveaneS

Test options Classifier output
() Use training set N
~ S—— o . r
(® Suppliedtest set Set. === Evaluation on test set =—
U Cross-validation Folds 10 Time taken to test model on supplied test set: 0 seconds
() Percentage split % 66 === Summary ===
l lore options J Correctly Classified Instances 42 80.7692 %
Incorrectly Classified Instances 10 1%.2308 %
Kappa statistic 0.7537
(Nom) Grade \' J Mean absolute error 0.1182
Root mean sguared error 0.239
Start Stop Relative absolute error 3€.4406 %
R It list {right.click _ Root relative squared error 59.3991 §
ESLBE ek ck rioptioas] Total Number of Instances 52
0z21 Us-béyes'Naweanes } === Detailed Accuracy By Class ===
02:33:10 - misc. InputMappedClassifier
02:38:46 - miscInputMappedCl d TP Rate FP Rate Precision Recall F-Measure MCC ROC Rrea PRC Area Class
0.857 0.044 0.750 0.357 0.800 0.769 0.95¢ 0.820 BelowhAverage
0.88% 0.000 1.000 0.88% 0.941 0.932 1.000 1.000 Fail
0.8l15 .05l 0.800 0.815 0.896 0.820 0.943 0.850 Good
0.813 0.111 0.785 0.313 0.733 0.880 0.911 0.880 Average
1.000 0.044 0.778 1.000 0.875 0.862 0.990 0.943 Excellent
Weighted Avg. 0.808 0.05% 0.814 0.808 0.805 0.7438 0.951 0.867
=== Confusion Matriz ===
a b c d e <-- classified a3
€ 0 0 1 0| a= BelowAverage
1 8 0 0 0] b=Fail
00 8 3 21 c=¢Good
1 0 213 01| d=RAverage
0 0 0 0 7] e=Excellent 4
¥

Figure 3.17: Run Results on the Test dataset-2 using Naive Bayes

From the test, we get the result like this-
e Correctly Classified instances 42 80.7692%
e Incorrectly Classified instances 10 19.2308%
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From table 3.5, we can see the information that we get from the above experiments

using Naive Bayes

Table 3.5: Provides information about the run result using the training and testing

datasets using Naive Bayes

Types of the Number of Number of | Percentage of | Percentage of
dataset correctly incorrectly correctly incorrectly
classified classified classified classified
instances instances instances instances
Training set 131 25 83.9744% 16.0256%
Test set-1 40 12 76.9231% 23.0769%
Test set-2 42 10 80.7692% 19.2308%

NAIVE BAYES

m Number of correctly classified instances m Number of mcorrectly classified instances

m Percentage of correctly classified instances Percentage of mcorrectly dassified instances

131

83.9744%

o4

o«

I D
v

TEST SET-2

76.9231%
80.7692%

40

23.0769%

L
5]

o
-

TRAIMING SET TEST S5ET-1

16.0256%
19.2308%

Figure 3.18: Information about the run results on different test sets using Naive Bayes
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Thus we complete training, testing process for our data sets. And the two algorithms

build the smart models for our datasets.

3.5 Challenges
We face huge challenges in this section such as data collection is a vital part of our

research work. We not only face problem in data collection but also face problem in

data fitting, data filtering. Now we mention the challenges that we face in the section

are given below-

We have to verify the kinds of data that we want to use.
We have to find out the attribute that we need for research.
We have to rearrange the data within the tabular format.
We have to design a proper structure for our analysis.

We have to sort the datasets for our analysis.

We have to learn about different options to work in weka.
We have to learn a different classifier that uses in weka.

We have to learn about Decision Tree and Naive Bayes algorithms.

We have to find out how to analyze the result that we find out in weka.

©Daffodil International University
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CHAPTER 4

Analysis of Results and Discussion

4.1 Result Analysis

Total number of the instance: 260

Number of Attributes: 7 classes

For each attribute: (numeric and nominal valued)
1. Attendance (numeric value)

Presentation (numeric value)

Assignment (numeric value)

Quiz (numeric value)

Mid (numeric value)

o U A W N

Final (numeric value)
7. Grade (nominal value)
Class Attribute: Grade

Missing Attribute values: None

Table: 4.1: Class value with the number of instances

Class Value Number of instances
Below Average 57
Good 77
Excellent 36
Average 53
Fail 37

From table 4.1, we can see the class values and their number of instances of total

datasets that we use for this research work.
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Table 4.2: Provide information about the statistical analysis of all numeric attributes

Attribute Minimum | Maximum | Mean | Standard | Distinct | Unique

Name value value value | Deviation | value | value
Attendance 0 7 5.362 1.787 66 29
Presentation 0 7.4 5.221 2.308 24 1
Assignment 0 5 3.327 1.615 17 5

Quiz 0 14.67 8.325 3.787 65 16
Mid 0 24.5 11.596 5.293 43 2
Final 0 40 24.333 | 10.476 54 13

From table 4.2, we can see the different types of value for each attribute. Such as
presentation attribute. In presentation attribute, the minimum number a student get is 0,
maximum number a student get is 7.4, average number a student get is 5.22, the
standard deviation of the number is 2.308, in presentation, we 24 distinct value and 1
unique value. From distinct, it indicates that there are 24 values in the presentation

attribute.

4.2 Comparative Study Analysis using Different Technique
We try to find out different types of comparison in this section

Comparison Between Before and after training of the dataset

We can see various kinds of accuracy throughout the experiment in chapter 3. Now, in
this section, we try to compare the accuracy of each experiment and analysis the result.
First of all, we chose the test option as the cross-validation and we run the whole
datasets with that. We use two algorithms one of them is Decision Tree and another is
Naive Bayes. We also divided the dataset into some parts and run our algorithm. In this

section, we can compare with different results.

We try to find out the difference of accuracy using cross-validation and using different

sets as training and test set with the classifier as Decision Tree and Naive Bayes.
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From figure 4.1, we see the accuracy using different data sets with cross-validation

DECISION TREE

m Percentage of comectly dassifed instances m Percentage of incorrectly classifed instance

96.79%

77.31%

75%

73.08%

26.92%

2265%
25%

3.21%

CROSE-VALIDATION TRAINING TEET-1 TEST-2

Figure 4.1 Comparison between different data sets with Decision Tree

We can see the difference relative to the accuracy of the dataset. Here we get better
accuracy in the training dataset. Before training dataset in cross-validation the accuracy
of the correctly classified instance was 77.3% and after the training set, the accuracy is

96.79%. We also created two datasets and check the accuracy of the dataset with the
training dataset.
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From figure 4.2, use see the accuracy using different data sets with cross-validation

NAIVE BAYES
m Percentage of comrectly classifed instances m Percentage of incorrectly classifed instance
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CROSS-VALIDATION TRAINING TEST-1 TEST-2

Figure 4.2: Comparison between different data sets with Naive Bayes

We can see the difference relative to the accuracy of the dataset. Here we get better
accuracy in the training dataset. Before training dataset in cross-validation the accuracy
of the correctly classified instance was 81.15% and after the training set, the accuracy

is 83.97%. We also created two datasets and check the accuracy of the dataset with the
training dataset.
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Comparison of the different datasets accuracy between two classifier
Here we try to compare the difference between the two classifiers. We use cross-
validation as the test options.

COMPARISON IN CROSS-VALIDATION

m Percentage of correctly dassifed instances m Percentage of incorrectly classifed instance

81.15%

77.31%

22 69%
18.85%

DECISION TREE NATVE BAYES

Figure 4.3: Comparison in cross-validation
From figure 4.3, we can see that the accuracy of the correctly classified instances of

Naive Bayes is higher than the Decision Tree. From this comparison, we can say that

the Naive Bayes model is slightly better than Decision Tree in this situation.
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Now we try to compare the two classifiers on the basis of their training set

COMPARISON ON TRAINING SET

m Percentage of correctly classifed instances m Percentage of incorrectly classifed instance

;

B3.97%

15.03%

321%

DECISION TREE MAIVE BAYES

Figure 4.4: Comparison of the training set
From figure 4.4, we can see that the accuracy of the correctly classified instances of

Decision Tree is higher than the Naive Bayes. From this comparison, we can say that

the Decision Tree model is absolutely better than Naive Bayes in this situation.
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Now we try to compare the two classifiers on the basis of their test set-1

COMPARISON OF TEST SET-1

m Percentage of comrectly dassifed instances m Percentage of incorrectly dassifed instance

73.08%
76.9I%

26.97%

23.08%

DECISION TREE NAIVE BAYES

Figure 4.5: Comparison of test set-1

From figure 4.5, we can see that the accuracy of the correctly classified instances of
Naive Bayes is higher than the Decision Tree. From this comparison, we can say that
the Naive Bayes model is slightly better than Decision Tree in this situation.
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Now we try to compare the two classifiers on the basis of their test set-2

COMPARISON ON TEST SET-2

n Percentage of correctly classifed instances 1 Percentage of incorrectly classifed instance
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DECISION TREE MATVE BAYES

Figure 4.6: Comparison of test set-2

From figure 4.6, we can see that the accuracy of the correctly classified instances of
Naive Bayes is higher than the Decision Tree. From this comparison, we can say that

the Naive Bayes model is slightly better than Decision Tree in this situation.

We can visualize a tree using Decision tree and for our research, we need a tree view
model. So, we created our system using the tree view model. It’s also can be called the
final result of our research. Because we try to find out a knowledge pattern from our

datasets.
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Figure 4.7: Visualize the tree view model using Decision Tree
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From figure 4.7, we see the useable knowledge from our data sets. Now we can use this

knowledge and implement the knowledge to Student Result Prediction System.

4.3 Discussion on Findings
Finally, we completed our analysis section. In this section, we try to compare the
different types of experiment that we did in the previous chapter. Now, we note down

the findings that we find throughout the chapter are given below

e Class value of each attribute.

e Statistical information about the numeric attribute such as maximum, minimum,
mean value etc.

e Observe comparison of Decision Tree and Naive Bayes on cross-validation test
option

e Observe comparison of Decision Tree and Naive Bayes with the training dataset
and get the higher value of accuracy for Decision Tree

e Visualize the tree view model using Decision Tree

e Find out a ruleset that can be implemented in any education system

e Find out the way of implementation of this research knowledge with the tree

view model

4.4 Challenges
The analysis part is the most critical part of our research-based project. We face many
challenges during this chapter. Let’s discuss the challenges that we face is this particular

chapter.

e Understand the difference between the numeric and the nominal value

e Select the classification algorithm that suits for the analysis

e Used to with the general operation of the weka

e Understand the comparison manner to describe the accuracy of the classifier
e Decide to use what type of classifier we need for implementing the system

e Evaluating the result of each experiment
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CHAPTER 5

Conclusion and the Future Scope

5.1 Conclusion

Student result is important for any student. Our intention is to provide a system that can
help student for their educational purpose. Now, with the help of our system, a student
can predict his result before the final exam on a particular. So, this system can be helpful
for the student if they are worried about their result. All the result of the student before
final is saved in the student database by the course teacher. In our system, we can predict
the student result on a particular subject without a final examination. If a student can
have the idea what number, he can get in the final exam then he can check his predicted

result. So, our research is dedicated to improving the student result.

5.2 Future Scope

This research can be implemented and further developed with the collaboration of any
educational institution. Because the student data is confidential. This research can be
further extending because with the lots of data. The prediction result can be more
accurate and realistic if the model is trained with a huge amount of data. This research

can be used to predict the subject wise result of any institution.

©Daffodil International University 39



REFERENCES

[1] Romero, C. & Ventura, S. (2007),Educational Data Mining: a Survey from 1995 to 2005, Expert
Systems with Applications, Elsevier, pp. 135-146.

[2] Romero, C., Ventura, S. and Garcia, E. (2008) ‘Data mining in course management systems: Moodle

case study and tutorial’, Computers & Education, vol. 51, no. 1, pp. 368-384.

[3] F. Grivokostopoulou, I. Perikos, and I. Hatzilygeroudis, “Utilizing semantic web technologies and
data mining techniques to analyze students learning and predict final performance,” Proc. IEEE Int. Conf.

Teaching, Assess. Learn. Eng. Learn. Futur. Now, TALE 2014, no. December, pp. 488494, 2015.

[4] M. T. Devasia, M. V. T. P, and V. Hegde, “Prediction of Students Performance using Educational
Data Mining.”

[5] A. Ktona, D. Xhaja, and 1. Ninka, “Extracting Relationships between Students’ Academic
Performance and Their Area of Interest Using Data Mining Techniques,” 2014 Sixth Int. Conf. Comput.

Intell. Commun. Syst. Networks, pp. 6-11, 2014.

[6] T. Mishra, D. Kumar, and S. Gupta, “Mining students’ data for prediction performance,” Int. Conf.
Adv. Comput. Commun. Technol. ACCT, pp. 255-262, 2014.

[7] J. Jacob, K. Jha, P. Kotak, and S. Puthran, “Educational Data Mining techniques and their
applications,” 2015 Int. Conf. Green Comput. Internet Things, ICGCloT 2015, pp. 1344-1348, 2016

[8] Varun Kumar, Anupama Chadha, Mining Association Rules in Student’s Assessment Data, 2012.

[9] << https://pubs.rsc.org/en/content/articlehtml/2016/rp/c5rp00144g >> 06 Oct 2018, accessed at 10:15
am.

[10] << https://www.quora.com/What-is-classification-in-data-mining >> 14 Oct 2018 accessed at 4.45

pm.

[11] Markov, Z., & Russell, 1. (2006). An introduction to the WEKA data mining system. ACM SIGCSE
Bulletin, 38(3), 367-368.

©Daffodil International University 40


https://pubs.rsc.org/en/content/articlehtml/2016/rp/c5rp00144g
https://www.quora.com/What-is-classification-in-data-mining

