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ABSTRACT 

 

Analysis of different sports data to get valuable insight has become immensely important 

now-a-days. Profuse application of Artificial Intelligence in different sectors has become 

a very popular trend as well. However, application of AI in sports analytics is still a new 

research domain left for exploration. With a view to applying AI in sports analytics, we 

have deployed Inception V3 and MobileNet which are Google's most popular 

Convolutional Neural Networks to successfully recognize 5 different sports events from a 

huge image dataset of these events. We also developed a Convolutional Neural Network 

model which name is SP-Net and we trained our proposed model with these 5 different 

sports events. SP-Net correctly predicted the class almost all images during the period of 

testing and gives a high performance. In terms of performance our proposed model SP-Net 

surpass Inception v3 and MobileNet both of these models. Besides, Inception v3 and 

MobileNet also achieved a very high performance in terms of accuracy, precision, recall 

and f-measure while applied on the target dataset for successful classification. 
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CHAPTER 1 

Introduction 

 

1.1 Introduction 

Sports are a large area of business and it has a heavy market value. For OR (operation 

research) models we can consider sports as an effective application area. Here we classified 

several sports properties and activities using classification model. We create five sports 

classes by downloading the pictures of these classes and install two (Inception v3 and 

MobileNet) built-in convolutional neural network models and proposed a new 

convolutional neural network model for classification. 

TensorFlow [1] is an example of 2G artificial intelligence and this open source software 

library is developed by Google. TensorFlow supports several neural networks (CNN, RNN, 

etc). We just retrained our dataset with Inception v3 and MobileNet architecture to see how 

much properly they classified. Here we just train the last layer of the neural network. We 

proposed a new classification model SP-Net where we use CNN and get better performance 

and accuracy than google built-in model Inception v3 and MobileNet. Images are classified 

based on the instances and properties they have. Image properties and activities can easily 

define the types of sports. Hand position, body movement, present or absent of an object 

are the key factors in this case. If two or more objects are missing in an image, in this case, 

an image can be classified incorrectly because model will not be able to understand the 

correct class for this image, like for water polo ball, water, hand position, etc are the key 

factors.  

We used python pillow library for image augmentation. We augmented our images to 

create differences from the real image so it will be difficult to assigned this image in an 

appropriate class.  
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1.2 Motivation 

In the current world, sport means a lot. A huge number of sports events arranged regularly 

around the whole world for entertainment and business purpose. Classify these sports 

events manually is not effective because it is a matter of time and money. If we can classify 

these events automatically it can save both of our money and time. Olympic is the world 

largest sports events and they classify their events manually which is not feasible. Our 

proposed model could help sports organization for automatic sports events classification. 

 

1.3 Research Questions 

1. Is it feasible to classify sports events manually?  

 

1.4 Expected Outcome 

 To classify sports events using built-in model and measure their performance. 

 To create a CNN model which can perform this classification task very well. 

 To make an automated visual system that could classify different sports events. 

 

1.5 Layout of the Report 

Chapter one displayed an overview about our work, give an introduction and discuss the 

motivation, research questions and expected outcome.  

 Chapter two will discuss the related works done prior for sports analytics, research 

summary and challenges. 

 Chapter three will discuss the research methodology. 

 Chapter four will examine the experimental results and discussion. 

 Chapter five will give the future works and conclusion. 
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CHAPTER 2 

Background Study 

 

2.1 Introduction 

In this chapter, we will discuss the related works previously done for sports analytics and 

research summary. In related works section we will talk about other research paper and 

their working methodology. In research summary part we will present the summary of our 

related works. 

 

2.2 Related Works 

Now-a-days sports are not only the part of entertainment but also the part of international 

business. Athletic performance is very important for sports. Victor Cordes and Lorne 

Olfman [2] developed a genetic algorithm functionality to predict the athletic 

performances. The authors collected summaries of game statics and created feature vector 

from player performances, used k-fold cross validation for evaluating vectors and then 

combined an isolated feature subset (genetic algorithm outputs) with the best fitness.  

Chan et al [3] described how to find particular types of player like defense, offense, etc in 

ice hockey. The authors used a clustering technique. Established a relationship between the 

types of clustered player and performance of the team by used regression model for these 

clustered. The authors given a tool to assess new deals and the signing of new players 

which can be use by the team managers and this is an Excel based tool.  

Ahmed et al [4] described a method to create an excellent cricket team with best 

performance and low cost. They used genetic algorithm with several objective and 

displayed a graph between net bowling average and net batting average and a decision 

making tool is provided by them to arise as a successful team.  
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Biao Xu [5] described a Genetic Algorithm Neural Network (GANN) based system which 

can predict the sport performance. Used genetic algorithm (GA) for feature selection like 

weather, weight, experience, training time, height, etc and used back-propagation (BP) 

neural network for prediction. This paper used GANN for the first time to guess the sport 

performance.  

Fister Jr. et al [6] developed a tool which can generate online datasets of sport activity in 

CSV format and the name of the proposed tool is SportyDataGen. These datasets are 

already processed so preprocessing is not needed. The authors collected some real data 

from athletes and they wanted to add more soprts classes in the future for generating more 

sports activity.  

DeSarbo W, Madrigal R [7] described the formation of a particular team, athlete or league 

based on the choices of sport fan. The authors given a procedure which is based on 

multidimensional scaling, they collected data from university student and then they 

performed the segmentation of fans. A few ways provided by the authors that can be used 

by an organization.   

 

2.3 Research Summary 

Table 2.1: Summary of related works 

SL Author Methodology Description Outcome 

1. Victor 

Cordes, 

Lorne 

Olfman 

K-fold cross 

validation,  

Genetic algorithm 

Collected summaries of 

game statics and created 

feature vector from player 

performances. 

Developed a 

genetic 

algorithm 

functionality to 

predict the 

athletic 

performances. 
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2. Chan TYC, 

Cho JA, 

Novati DC 

Clustering 

technique, 

Regression model 

Established a relationship 

between the types of 

clustered player and the 

performance of the team. 

Given a tool to assess new 

deals and the signing of 

new players which can be 

use by the team managers 

and this is an Excel based 

tool. 

Find particular 

types of player 

like defense, 

offense. 

3. Faez 

Ahmed, 

Kalyanmoy 

Deb, 

Abhilash 

Jindal 

Genetic algorithm They used genetic 

algorithm with several 

objective and displayed a 

graph between net bowling 

average and net batting 

average. 

A decision 

making tool is 

provided by 

them to arise as 

a successful 

team. 

4. Biao Xu Genetic algorithm 

(GA), Back-

propagation (BP) 

neural network 

Used genetic algorithm 

(GA) for feature selection 

like weather, weight, 

experience, training time, 

height, etc and used back-

propagation (BP) neural 

network for prediction. 

A Genetic 

Algorithm 

Neural Network 

(GANN) based 

system which 

can predict the 

sport 

performance. 

5. Iztok Fister 

Jr., Grega 

Vrbanciˇ c, 

Lucija 

Brezo ̌  cnik, 

Vili 

K-means 

clustering 

Developed a tool which 

can generate online 

datasets of sport activity in 

CSV format and these 

datasets are already 

processed so 

SportyDataGen- 

a tool which can 

generate online 

datasets of sport 

activity. 
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Podgorelec 

and Iztok 

Fister 

preprocessing is not 

needed. Generated clusters 

of sports activities using k-

means clustering. 

6. DeSarbo W, 

Madrigal R 

Multidimensional 

scaling, 

Segmentation 

Given a procedure which 

is based on 

multidimensional scaling, 

they collected data from 

university student and then 

they performed the 

segmentation of fans 

The formation 

of a particular 

team, athlete or 

league based on 

the choices of 

sport fan. 
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CHAPTER 3 

Research Methodology 

 

3.1 Introduction 

In this chapter, we will discuss about our working procedures which can be divided into 

some steps: Data Collection, Data Processing, Model Installation, Train Model and Test 

Model. Figure 3.1 shows the working steps. 

 

      Figure 3.1: Working Steps 
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3.2 Data Collection 

We select five categories/classes of Olympic Sports (Badminton, Basketball, Swimming, 

Table Tennis, Water Polo). Download image data from google images. For each class we 

download 100 photos. Total 5 x 100 = 500 images.  

 

3.3 Data Processing 

Resize all 500 images to a specific size (200x200). Use python pillow library for resizing. 

Augment all the images (Rotate +30 degree, Rotate -30 degree, Flip Horizontally, Scale 

the image 70%, Create a light black shade on each image). So after augmentation, from 

each original image 5 new images are created. So, now total dataset is like this per class 

100 Original Image + 500 Augmented Image = 600 Image per class. As we have 5 classes, 

total images will be = 600 x 5 = 3000 images. 

From this 3000 image (600 image per class), take 20 images from each class (Randomly, 

the image can be original or can be augmented). So total 20 x 5 = 100 images. Save them 

in a separate folder. Name it as Test Folder. Download 50 image (10 image per class) from 

google images and also save them into test folder. Use the rest 2900 images (580 images 

per class) to train the model. For the validation of SP-Net architecture we download 113 

images (Badminton (22), Basketball (18), Swimming (27), Table Tennis (22), Water Polo 

(24)) and save them in Validation Folder. 

 

3.4 Model Installation 

In this work we used two built-in model. At first we install Tensorflow. Then we install 

Inception v3 model and MobileNet model to train our dataset.  
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3.4.1 Inception v3 

Inception v3 is a built-in model which is developed by google for classification. Inception 

v3 factorized 7x7 convolutions and it has two parts: Part 1-Feature extraction from input 

images and Part 2-Classifies images based on their feature. The mean and standard-

deviation for all output feature maps of a layer is computed by batch normalization. Multiple 

3x3 kernels can be generated from 5x5 kernels and 7x7 kernels. Figure 3.2 shows the 

decomposition of a 7x7 or 5x5 kernels into multiple 3x3 kernels. 

 

Figure 3.2: Multiple 3x3 kernels generation 

 

 

3.4.2 MobileNet 

In this work we also used MobileNet architecture for image classification. MobileNet is 

also a built-in model and in this architecture depthwise separable convolutions is used 

instead of conv3x3. Figure 3.3 shows the overview of MobileNet architecture. 
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Figure 3.3: Overview of MobileNet Architecture 

 

For MobileNeT architecture the pixel value of input image can be 128,160,192, or 224px.  

Model size refers to the fractional value of the whole MobileNet model like 0.75, 0.50, 

0.2 and in our work we used MobileNet_0.50.  

 

3.4.3 SP-Net  

We proposed a new convolutional neural network (CNN) model and the name of our 

proposed model is SP-Net. In SP-Net we used Convolution2D, MaxPooling2D these two 

convolutional layers and Dropout, Flatten, Dense, Activation these four non-convolutional 

layers. SP-Net used a dropout layer with a dropout ratio 0.5, two convolution2D layers 

where the first conv2D layer used 32 filters, window size 3x3 and the second conv2D layer 

used 64 filters, window size 2x2, two max pooling layers with a window size of 2x2, three 

activation layers, one flatten layer and two dense layers. Figure 3.4 shows the model 

summary of SP-Net architecture. 
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Figure 3.4: Model Summary of SP-Net Architecture 

 

3.4.3.1 Convolutional Layer 

Convolutional layer is the main part of the CNN and it can be referred as the eyes. This 

layer explores earmarked feature. Convolution layer must have a kernel size k x k which 

referred the size of a chunk. For getting an activation map the chunk move over the whole 

matrix. Filter size refers to the number of filter used by the layer. Just after the convolution 

layer a pooling layer is added. The purpose of pooling layer is to reduce the size.  
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3.4.3.2 Non-Convolutional Layer 

Non-Convolutional layer mainly used for classification. Collected specific features from 

convolutional layer and classified them based on these features. Non-Convolutional layer 

also create the environment to avoid overfitting. Dropout, Dense, Flatten, etc are non-

convolutional layers. 

In SP-Net we used both types of layer and Figure 3.5 shows the SP-Net architecture. 

Figure 3.5: SP-Net Architecture 

 

3.5 Train Model 

We train our dataset using Inception v3, MobileNet and SP-Net model. Before starting the 

training, we start -  Tensorboard.  
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3.5.1 Inception v3  

Train 2900 images (580 images per class) with Inception v3 model. Validation set created 

from these 2900 images automatically. The number of training steps is 4000.  

From Tensoboard we get the graph of accuracy and cross-entropy. Figure 3.6 shows the 

accuracy graph and Figure 3.7 shows the cross entropy graph for Inception v3 model. 

 

     
 

 
 

Figure 3.6:  Inception v3 (accuracy graph) 

 

 

From the above graph (Figure 3.6) we can see that the accuracy is very low for very initial 

step and it’s gradually increases for later steps. At step 4000 the accuracy is so high (almost 

100%). 
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Figure 3.7:  Inception v3 (cross-entropy graph) 

 

In this graph (Figure 3.7) we see the cross-entropy loss or log loss value is high (>0.40) for 

very initial step and it’s gradually decreases for later steps. At step 4000 the log loss value 

is so low (0.05). 

So, Inception v3 performed this classification task very well. 

 

3.5.2 MobileNet  

We train 2900 images (580 images per class) with MobileNet model. Validation set created 

from these 2900 images automatically. The number of training steps is 500, the pixel value 

of input images is 224px and the model size is 0.50.  

From Tensoboard we get the graph of accuracy and cross-entropy. Figure 3.8 shows the 

accuracy graph and Figure 3.9 shows the cross entropy graph for MobileNet_0.50_224 

model. 
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Figure 3.8:  MobileNet (accuracy graph) 

Here (Figure 3.8) we can see that the accuracy is very low for very initial step and it’s 

gradually increases for later steps. At step 500 the accuracy is so high (almost 98%). 

 

Figure 3.9:  MobileNet (cross-entropy graph) 

Here (Figure 3.9) the value of cross-entropy loss or log loss is high (> 1.10) for very initial 

step and it’s gradually decreases for later steps. At step 500 the log loss value is so low 

(0.20). 

So, the performance of MobileNet architecture is so good for this classification task. 
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3.5.3 SP-Net  

We train our proposed model SP-Net with 2900 images (580 images per class). For 

validation we used 113 images (Badminton (22), Basketball (18), Swimming (27), Table 

Tennis (22), Water Polo (24)). The number of validation steps is 1000, the number of epoch 

is 30. We get 97% training accuracy and 98% validation accuracy. 

We get the graph of accuracy and cross-entropy or loss for both train and validation. Figure 

3.10 shows the train accuracy graph, Figure 3.11 shows the train cross entropy graph, 

Figure 3.12 shows the validation accuracy graph and Figure 3.13 shows the validation cross 

entropy graph for SP-Net model. 

 

Figure 3.10: SP-Net (train accuracy graph) 

From the above graph (Figure 3.10) we can see that the accuracy is very low for very initial 

step/epochs and it’s gradually increases for later steps/epochs and for very last step/epochs 

the accuracy is so high (almost 98%). 
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Figure 3.11: SP-Net (train cross-entropy graph) 

From the above graph (Figure 3.11) we can see that the value of cross-entropy loss is high 

(>1.40) for very initial step/epochs and it’s gradually decreases for later steps/epochs and 

for very last step/epochs log loss value is so low (0.10).  

 

Figure 3.12: SP-Net (validation accuracy graph) 

From the above graph (Figure 3.12) we can see that the accuracy is very low for very initial 

step/epochs and it’s gradually increases for later steps/epochs and for very last step/epochs 

the accuracy is so high (almost 100%). 
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Figure 3.13: SP-Net (validation cross-entropy graph) 

Here (Figure 3.13) the cross-entropy loss or log loss value is high (>0.50) for very initial 

step/epochs and it’s gradually decreases for later steps/epochs and for very last step/epochs 

log loss value is so low (<0.05).  

So, the performance of SP-Net architecture is so good for this classification task. 

 

3.6 Test Model 

We retrain Inception v3 and MobileNet architecture with a train dataset of 2900 images 

and train our proposed model SP-Net with the same dataset and then we test these three 

architecture with our test dataset which contains 150 images (30 images per class). 

 

3.6.1 Inception v3  

After completion the testing of Inception v3 with 150 images we get 94% test accuracy. 

The number of correctly classified images is 129 and incorrectly classified images is 21. 
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3.6.2 MobileNet  

After testing with 150 images we get 90% test accuracy for MobileNet architecture. The 

number of correctly classified images is 113 and incorrectly classified images is 37. 

 

3.6.3 SP-Net  

For our proposed architecture SP-Net we get 98% test accuracy after the completion of 

testing with 150 images. Only 8 images are incorrectly classified and the number of 

correctly classified images is 142. 
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CHAPTER 4 

Experimental Results and Discussion 

 

4.1 Introduction 

In this section, we are talking about our test results and performance evaluation. We test 

these three architectures (Inception v3, MobileNet and SP-Net) with 150 images (30 

images per class) and get good test accuracy for all these three models. In Experimental 

Results section, we will discuss the confusion matrix, test accuracy and performance 

measure. In performance comparison section we will compare the performance of these 

three classification models. In receiver operating characteristic (ROC) curve section we 

will show the ROC curve for these three models and describe ROC AUC. In summary 

section we will give the overall summary of our experimental results. 

 

4.2 Experimental Results 

After testing each model with 150 images we get the confusion matrix of these three 

models. Confusion matrix of Inception v3 which we have shown in table [4.1]. Confusion 

matrix of MobileNet which we have shown in table [4.2]. Confusion matrix of SP-Net 

which we have shown in table [4.3]. Confusion matrix is also known as performance matrix 

because it gives the performance measure of any classification model and we get the 

performance measure of Inception v3, MobileNet and SP-Net from these three 

performance matrix. TP (true positive), FP (false positive), FN (false negative) and TN 

(true negative) these four terms can easily define a confusion matrix. 

TP (true positive): when our predicted class and actual class both are true. 

FP (false positive): when our predicted class is true and our actual class is false. 

FN (false negative): when our predicted class is false and our actual class is true. 



 
 

21 
©Daffodil International University 

 

TN (true negative): when our predicted class and actual class both are false. 

 

Table 4.1:  Confusion Matrix of Inception v3 

 

 

 

 

Actual 

Predicted 

 badminton basketball swimming table 

tennis 

water 

polo 

badminton 25 0 0 5 0 

basketball 1 28 0 1 0 

swimming 0 1 24 0 5 

table tennis 4 0 0 26 0 

water polo 0 0 4 0 26 

 

Here (Table 4.1), for class badminton TP=25, FP=5, FN=5 and TN=115, for class 

basketball TP=28, FP=1, FN=2 and TN=119, for class swimming TP=24, FP=4, FN=6 and 

TN=116, for class table tennis TP=26, FP=6, FN=4 and TN=114, for class water polo 

TP=26, FP=5, FN=4 and TN=115. So, the total number of correctly classified instances is 

25+28+24+26+26=129. 
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Table 4.2:  Confusion Matrix of MobileNet 

 

 

 

 

Actual 

Predicted 

 badminton basketball swimming table 

tennis 

water 

polo 

badminton 22 2 0 6 0 

basketball 0 26 4 0 0 

swimming 0 1 27 1 1 

table tennis 9 0 1 20 0 

water polo 0 1 11 0 18 

 

 

Here (Table 4.2), for class badminton TP=22, FP=9, FN=8 and TN=111, for class 

basketball TP=26, FP=14, FN=4 and TN=116, for class swimming TP=27, FP=16, FN=3 

and TN=104, for class table tennis TP=20, FP=7, FN=10 and TN=113, for class water polo 

TP=18, FP=1, FN=12 and TN=119. So, the total number of correctly classified instances 

is 22+26+27+20+18=113. 

 

 

 

 

 

 

 



 
 

23 
©Daffodil International University 

 

 

 

Table 4.3:  Confusion Matrix of SP-Net 

 

 

 

 

Actual 

Predicted 

 badminton basketball swimming table 

tennis 

water 

polo 

badminton 28 2 0 0 0 

basketball 0 30 0 0 0 

swimming 0 0 28 0 2 

table tennis 0 0 0 30 0 

water polo 0 0 4 0 26 

 

 

Here (Table 4.3), for class badminton TP=28, FP=0, FN=2 and TN=120, for class   

basketball TP=30, FP=2, FN=0 and TN=118, for class swimming TP=28, FP=4, FN=2 and 

TN=116, for class table tennis TP=30, FP=0, FN=0 and TN=120, for class water polo 

TP=26, FP=2, FN=4 and TN=118. So, the total number of correctly classified instances is 

28+30+28+30+26=142. 

 

Accuracy: accuracy is a term which is directly related to the performance and it is 

calculated as the total number of correctly predicted instances divided by the total number 

of instances present in a dataset. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
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After the completion of testing with 150 images we get 94% test accuracy for Inception 

v3, macro average precision 0.862, macro average recall 0.860 and macro average F1 score 

0.860. From these 5 classes, get the best accuracy for basketball 98%, then for water polo 

94% and 93% accuracy for rest three classes. Figure 4.1 shows the test accuracy, precision, 

recall and F-measure of the classes using Inception v3 model.  

 

 

Figure 4.1:  Inception v3 (Accuracy, Precision, Recall, F-measure) 

 

We Get 90% test accuracy for MobileNet, macro average precision 0.779, macro average 

recall 0.753 and macro average F1 score 0.753. From these 5 classes, get the best accuracy 

for basketball 95%, then for water polo 91%, for badminton and table tennis 89% and for 

swimming 87%. Figure 4.2 shows the test accuracy, precision, recall and F-measure of the 

classes using MobileNet model.  
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Figure 4.2:  MobileNet (Accuracy, Precision, Recall, F-measure) 

We Get 98% test accuracy for SP-Net architecture, macro average precision 0.95, macro 

average recall 0.95 and macro average F1 score 0.95. From these 5 classes, get the best 

accuracy for table tennis 100%, then for badminton and basketball 99% and for water polo 

and swimming 96%. Figure 4.3 shows the test accuracy, precision, recall and F-measure of 

the classes using SP-Net model.      

 

Figure 4.3:  SP-Net (Accuracy, Precision, Recall, F-measure) 
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4.3 Performance Comparison 

We can compare the macro average accuracy, precision, recall, F-measure of Inception v3, 

MobileNet and SP-Net and from this comparison it is clear that the performance evaluation 

of SP-Net architecture is better than Inception v3 and MobileNet architecture. The 

performance of Inception v3 model is also so good and it has better performance than 

MobileNet. Figure 4.4 shows the Performance Comparison between Inception v3, 

MobileNet and SP-Net.  

For evaluating the test performance receiver operating characteristic (ROC) curve of 

Inception v3, MobileNet and SP-Net architectures are generated. 

 

 

Figure 4.4:  Performance Comparison between these three models 

 

 

4.4 Receiver Operating Characteristic (ROC) Curve 

For evaluating the test performance receiver operating characteristic (ROC) curve of 

Inception v3, MobileNet and SP-Net architectures are generated. 
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Receiver operating characteristic (ROC) curve shows the FPR (false positive rate) along 

X-axis and TPR (true positive rate) along Y-axis which can give the test performance 

measurement. 

FPR (false positive rate): False positive rate is equivalent to 1-specificity. We can calculate 

the FPR by the given equation: 

𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 (𝐹𝑃𝑅) =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

TPR (true positive rate): True positive rate is equal to sensitivity or recall. We can calculate 

the TPR by the given equation: 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 (𝑇𝑃𝑅) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

ROC AUC refers to the area under the curve. We can measure the accuracy by the area 

which is under the ROC curve. Figure 4.5 shows the ROC curve of Inception v3, Figure 

4.6 shows the ROC curve of MobileNet, Figure 4.7 shows the ROC curve of SP-Net. 

 

Figure 4.5:  ROC curve of Inception v3 

ROC curve of Inception v3 (Figure 4.5) provides 91% area for badminton, 100% area for 

basketball, 97% area for swimming, 95% area for table tennis and 99% area for water polo. 
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Figure 4.6:  ROC curve of MobileNet 

ROC curve of MobileNet (Figure 4.6) provides 92% area for badminton, 92% area for 

basketball, 93% area for swimming, 96% area for table tennis and 89% area for water polo. 

 

Figure 4.7:  ROC curve of SP-Net 
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ROC curve of SP-Net (Figure 4.7) provides 97% area for badminton, 99% area for 

basketball, 96% area for swimming, 100% area for table tennis and 99% area for water 

polo. 

Among these 5 classes SP-Net gives more ROC AUC (area under the curve) for class 

badminton and table tennis. For water polo SP-Net and Inception v3 both architecture gives 

99% area which is greater than the area provided by MobileNet architecture (89%). 

Inception v3 provides more ROC AUC (area under the curve) for class basketball and 

swimming. On the other hand, the ROC AUC (area under the curve) of MobileNet of these 

five classes can’t beat the ROC AUC of Inception v3 and SP-Net.Inception v3 gives better 

accuracy for 2 classes, SP-Net gives better accuracy for 2 classes and for one class 

Inception v3 and SP-Net provides the same area. So the correctly classification rate of 

Inception v3 and SP-Net is greater than the correctly classification rate of MobileNet and 

between SP-Net and Inception v3 the classification performance of SP-Net is best. 

 

4.5 Summary 

If we look at our experimental results, we can see that the test accuracy of SP-Net 

architecture is better than the test accuracy of Inception v3 and MobileNet architecture. 

From the graph of performance comparison (Figure 4.4) we can say that SP-Net provides 

the best result for each performance measure and between Inception v3 and MobileNet 

architecture, Inception v3 performed well. Finally, from the ROC curve evaluation we get 

the more ROC AUC (area under the curve) for SP-Net, then for Inception v3 and then for 

MobileNet architecture. 
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CHAPTER 5 

Future Works and Conclusion 

 

5.1 Future Works 

In this paper, we classify only five olympic sports categories but a lot of sports events are 

arranged by olympic game so increasing the number of classes is important. Our proposed 

model gives us 98% test accuracy but if we increment the number of images in our dataset 

and use the high resolution images in dataset this accuracy will be increased. Therefore, 

our aim is to increase the number of classes and added more images in our dataset. 

 

5.2 Conclusion 

Throughout the paper, Inception v3, MobileNet, SP-Net all these three architectures are 

classified dataset appropriately. Only few cases these models are predicted wrong classes. 

But among these three classification model SP-Net gives the best result, it’s correctly 

classified 142 images out of 150 and we get a test accuracy 98% where Inception v3 

correctly classified 129 images out of 150 and we get a test accuracy 94% and MobileNet 

correctly classified 113 images out of 150 and we get a test accuracy 90%. So we can say 

that our proposed SP-Net architecture is more accurate than Inception v3 and MobileNet. 

Contrariwise, in ROC curve SP-Net gives more AUC for all classes, only for two 

(basketball and swimming) classes the ROC AUC of Inception v3 beat SP-Net. However, 

all these three (Inception v3, MobileNet and SP-Net) models are good for classification.  
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