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ABSTRACT

I learned how to install server PC and Client PCs properly with WDS. I've internships how
every step of the Windows server works on server PCs and Client PCs. The Windows
Deployment Services (WDS) server role allows us to install Windows operating systems on
client computers and servers. Before describing what Windows Deployment Services says,
we must bear in mind that it is not available on all versions of Windows Server. As of
Windows Server 2008, the WDS feature is available on all versions of Windows Server.
WNDS can be used to use versions of Windows Server, Windows 8, Windows 7 and even
earlier versions of Windows. Without the operating system, the client can boot the computer

on a network, communicate with the WDS server, download and install the operating system.
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CHAPTER 1

INTRODUCTION
1.1 Introduction:

WDS is provided by Windows Deployment Services and is a Windows function used to
install operating systems on machines within an organization. Its predecessor was RIS
(Remote Installation Service) to install an old operating system like XP and server 2003. |
remember 50 times that | entered a new workstation and installed an operating system in each
of them, which I struggled at some difficult times. Now, we import the operating system into
WDS and install those computers using the network, the client will boot from the computer
network and install it; You do not wander around with the ankle from a disk in hand, but we
need to install our function before we can do that.

In other words, Microsoft Windows Server 2012 R2 offers a service offering Windows
Deployment Services (WDS), enabled IT professionals with the ability to install Windows
operating systems through network-based installations. It denies the need to install a USB
drive or a DVD from each operating system installation media. Windows deployment
services provide the following benefits and other to IT professionals.

My plan is to implement WDS, we need to create a domain and client-server environment as
if we can maintain Operating Systems Installation using WIM (Windows Images) over the
entire Network that refers to Internal (LAN or Intranet) or WAN (Intranet) to the multiple
computers with same speed using multicast transmission that consumes a huge times to all IT
professionals

1.2 Reason of why WDS: There are crucial reasons implementing WDS that makes an
IT professional more dynamic, utilizing time and smarter also. Reasons are given in the
following:

1. The system administrator saves time setting up the operating system

2. The system administrator saves time setting up the operating system

3. Transmit information using multicast functionality that reduces the network compression
5. Allows installing the driver package on the client computer with the install image

1.3 Scenario for this demo is very simple:

For this WDS demo, we install and implement some roles as like ADDS, DNS, DHCP,
WDS and PXE-BOOT environment.

Here,
ADDS = Active Directory Domain Services
DNS = Domain Name Service
DHCP = Dynamic Host Configuration Protocol
PXE = Pre Boot Environment
WIM = Windows Image

©Daffodil International University 1



1.4 METHODOLOGY:

In this project “Design and Simulation of WDS” discuss the total network installation either
autounattendant or centralized deployment. We are survey in the different organization and
collect some data or information. The WDS was introduced by Microsoft after 2000 in order
to provide successful network boot installation and implementation in LAN or WAN. WDS
IS integrated with some features. Since WDS needs administrator approval to deploy images
as unknown clients computers, ADDS will provide the authentication for security. Before
network boot, a host needs IP address that will be provided by DHCP. After getting IP from
DHCP server, a client PC will be contacting with WDS server and waiting for approval for
the administrator. As long as administrator gives approval, the client machine will be
downloading WDSNBP file and then will be starting network boot image. Prior to that an
administrator will create images like: Boot images, Install images in WDS server from where
the client machine will boot.

1.5 Report Layout:
The report is divided by five chapters. Each and every chapter allocated with
different topics.
CHAPTER 1: INTRODUCTION
Chapterl deals with the introduction, objective, motivation and methodology of the
project.
CHAPTER 2: Literature Review
Chapter2 deals with pre-requirements for implementing WDS.
CHAPTER 3: Pre-requirements Environment for WDS
Chapter3 deals with the Design, Feasibility study and flow of the project.
CHAPTER 4: Design of WDS
Chapter4 deals with implementation environment, required software, mandatory
parameter value, implementation detail are mentioned.
CHAPTER 5: Implementing and Steps
Chapter5 deals with the implementation result that | have found at the different stage
of the script and compared it with the other present solution is that the project script

has filled up the gaps of the present script in a better and easy way.

CHAPTER 6: Booting Client VMs from WDS
Chapter6 deals with the booting client VMs and result from WDS
CHAPTER 7: Conclusion

Chapter5 deals with the conclusion.

©Daffodil International University 2



CHAPTER 2

LITERATURE REVIEW

2.1 WDS:

The role of the Windows Deployment Services (WDS) server enables us to install Windows
operating systems on client and server computers. Before describing what Windows
Deployment Services say, we must be aware that it is not available in all versions of
Windows Server. Starting with Windows Server 2008, the WDS role is available in all
Windows Server versions. WDS can be used to use Windows Server versions, Windows 8,
Windows 7 and even earlier versions of Windows.

2.2 Imaging:

Imaging a snapshot of a computer or a server's entire hard disk and saving it in the file. So, a
single image file has a complete operating system installation. We can accept that image and
at the same time we can put it on multiple computers.

2.3 Install Image:

The first type of WDS image is installed in the image. Installs the installed operating system
installed on the client computer. In the case of image-based technology used for Windows
Server 2008, 2012, 2012 and Windows 7 operating systems, it can save all different versions
of a single Windows image in a single WIM file. A Windows file is a Windows file file, so a
picture is a. There is a wax extension.

2.4 PXE-Boot:

WDS uses a PXE method for client booting. PXE enables clients to boot the network,
find WDS services and load boot images. Therefore, to be able to communicate with the
client WDS server, the client network card must be PXE compliant, and today most of the
NICs must be. For PXE that does not support the cards, we have other types of boot
images that have the discovery boot image. Discovered images can be used for computers
that are not compatible with PXE.

2.5 Multicast Options:

The default settings of WDS are all computers that join the multicast transmission of
installation images at the same speed. If you often employ operating systems, you are aware
that sometimes there are 1 or 2 computers with network adapters that slow down an infection
that takes 15 minutes at half-time. You can configure the transfer settings on the Multicast
tab so that the clients are divided into separate sessions depending on how fast the multicast
transmission can be used. You are still taking too long to take those slow computers, but
other computers connected to the infection can complete the task quickly.

©Daffodil International University 3



CHAPTER 3

PRE-REQUIREMENT ENVIROMENT

WDS clients require a PXE-compliant network adapter, which is rarely a problem because
almost all modern network adapter PXE-compliant We can use WDS to make Windows
Server 2012 or Windows Server 2012 R2 DD on a virtual machine running under Hyper-V.
Generation 1 Virtual machine, as a virtual machine, is used to make it a successor rather than
a synthetic network adapter. Generation 2 When using Virtual Machine Generation 2 virtual
machine network adapters are not required for PXE boot. If we have a computer that does not
have any PXE-compliant network adapter, but can configure a special type of boot image that
is known as the discovery figure. A discovery image loads an environment, loading special
drivers for interacting with the WDS server with the network adapter. We create boot images
by adding appropriate network adapter drivers associated with the computer, which can not
boot PXE in the Boot.wim file from the Windows Server installation media. WDS has the
following requirements:

Here,
2 — ADDS, DNS and DHCP deployed and configured in one or different servers.

WDS can be deployed in following three scenarios.

Based on the scenario, an administrator may have to change WDS properties in DHCP tab in
windows deployment services console. This article is based on deployment scenario 1.

3 — This is the first domain controller and first creating forest known as root domain and
promoting as the domain name is “iit.com”

Here, Domain name of the DC: “kazi.com”, IP address: 192.168.0.114 (Static).
4 - And name of DNS is: kazi.com (Primary zone and store in Active Directory)

5 — To check whether DNS performs correctly or not, needs using CMD (command prompt)
and runs “nslookup” utility

6 — Now the configuration of DHCP (Dynamic Host Configuration Protocol): DHCP scope
name is WDS, IP address pool is from 192.168.0.15 to 192.168.0.25

7 — Enable the PXE-BOOT from the BIOS of every client computers.
8 — Using demo for example:

1. Domain Name : kazi.com
2. Fully Qualified Domain Name (FQDN): iso-dcl.kazi.com

To view: Go to system properties and here the information will be available
3. Domain Name Service (DNS): Server name: iso-dc1.kazi.com
IP address: 192.168.0.114

To view: Go to Command Prompt (CMD) with run as administrator and write “nslookup”

©Daffodil International University 4



CHAPTER 4

DESIGN OF WDS

4.1 Design:

The process of implementing WDS The services include performing both different sources of
server server (primary site) and destination
clients’ machines.

How the architecture would be the WDS depends on the demand of using WDS and the size
of organizations. Like Windows Server Update Services (WSUS), WDS can have more than
one servers and also can have replica servers.

Retum referral server name
{netbootMachineFilePath)

WDS server 1 WDS server 2 WDS server 3
é .' T
s —
ctive
= wWDS Retum PXE DHCP
Directory referral options 60, 66,
server and 67
Query Active
Directory for
prestaged account Connect to
a referred server
for TFTP
download of NBP
Sends PXE request |—u

PXE-enabled
client computer

Figure: 4.1.1 PCE-enabled client computer

Firstly, we need not more servers for implementing WDS. We can use only one server which
are integrated with ADDS, DNS, DHCP and WDS server though it depends on the nature and
size of an organization and how an administrator manages the services running smoothly.

Secondly, if the organizations is large and WDS services are most essential to deploy then the
administrator should have some experiences with more WDS servers and or referral servers.
If subject to forward to experience with one server with integrated services-ADDS, DNS,
DHCP and WDS then it is recommended for the administrator to select the option “Do not
listen the DHCP port.” Because if DHCP server listen with 66, then WDS server will be
using and it may be 60.

The picture shows only one WDS. server that refers to a WDS server integrated with
ADDS, DNS and DHCP
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WDS Server

ﬁ e‘ Installation Images

| Multicast Deployment

Figure: 4.1.2 Design of WDS

Fourthly, the analysts recommend the network or server administrator to design their
network and service infrastructure showing in the following:

The design refers to an ideal structure for a small or medium organization as an administrator
he has to practice or implement.

WDS Requirements
s

Figure: 4.1.3 WDS Requirements

4.2 Virtual Technology:

When virtual technology term comes, WDS supports both VHD and VHDx with generationl
and generation 2 also. But in this term, a server or network administrator should use Legacy
Network or NIC card to support the network based installation if used generation 1.

4.3 Feasibility study:
There are some important aspects of our WDS implement method that is all servers — WDS,

ADDS, DNS and DHCP must be present and online in the system, eventually if network error
occurs, all goal to implement and install WDS will smoke end.
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CHAPTER S5
IMPLEMENTING AND STEPS

In this chapter, we will discuss about the necessary implementation and testing environment
that has been used to test the disaster recovery of virtual machine. Implementation process
has been elaborated in detail, testing has been done for every step of the process and result
has been mentioned along with each steps.

5.1 Necessary Environment:

To ensure that the new image-creation method works as we designed it.

The environment that we used for our project consisted of:

Hardware:

Machinel (Domain Controller and DNS)

* 2U rack server IBM SystemX 3650

* 2x4 core Xeon Processor

* 4x4GB RAM

» 3x146GB SAS hard disk with RAIDS5 configured

* 1x1Gps Ethernet card

Machine2 (DNS and DHCP Server)

« ASUS M100

* Core i5 2.7GHz Xeon Processor

» 2x8GB RAM

« 1x1TB SATA hard disk

* 1x1Gps Ethernet card

©Daffodil International University 7



Machine3 (WDS Server)
« ASUS M100

» Core i5 2.7GHz Xeon Processor
« 2x8GB RAM
» 1x1TB SATA hard disk

* 1x1Gps Ethernet card

And some of client machines.
5.2 How It Works:

Implementing WDS all server requires to be on line and smooth network
connection available. If a connection is lost WDS will never deploys.

WDS Server (5

DC and provides
credentials

DNS
= domain
Boot image controller
sent to client (DC)

\ ;
Client contacts \ i
WDS and user @ "p’gj !
is prompted to
download @) WDS Server

boot image or — User offered

capture image -\\” choice of images
P N
/ < Nl
Wm el

Domain
A Controller
® =
DNS queried \f)
- to locate Client contacts

(e

’:3) F12 pressed
again by
user

'PXE Client E/;
D) __Press F12 Client chooses
fonit 7o) D image and WDS Server
Client receives U Fi12 s
TCP/IP configuration o5 ST

DHCP Server

The way WDS works

Figure: 5.2.1 WDS Work.

1 — PXE Client enabling DHCP will get IP address from DHCP server on the condition of
pressing F12 if configured.

2 — DHCP server using DORA process to discover and distribute IP address from the scope
that the administrator configured.

3 — If administrator configured, client needs press F12 again

4 — Now client machine will be trying to contact with WDS server after getting IP address. In

this stage client is needed to be approval by the administrator using pending device in WDS
console

5 — After approval, WDS server will send boot image to that client.
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6 — Now DNS will be asked for query for Domain Controller.

7 —When client machine gets boot images, it needs credential and domain controller ensure
the credential the client.

8 — Now WDS server will give the client machine an opportunity to choose the appropriate
install image.

9 — The client chooses an image and starting downloading image

Thus, a client machine gets network based install and an administrator experiences it a lot.

5.3 Configuring WDS with Steps:

A Windows Server 2012 R2 environment can be a great job for maintaining, maintaining and
maintaining administrators. The primary goal of this course is to provide IT professionals
experience on a daily basis using Windows Server. Using this step-by-step configuration

process, IT pro offers comfortable configuration and Windows Server environment.

1 — Go to server manager console and select WDS (recommend subsidiary features to
also install)

= Server Manager =-|3] x

Server M, i

— Select server roles
§ Local Server
i@ Al Servers

i§ ADDS

Before Begin
s n
18 DHCP (m} t\pprhr(aruoﬂ Server
V] DHCP Server (Installe:
o 3
& DNs S

WE File and Storage Services b [ Fax Server
[E] File and Storage Services (2 of 12 installed) Scroll Pown
[ Hyper-v

[ Network Policy and Acce:

Select one or more roles to install on the selected server.

Roles

Hide

File and Storage 1
B Services
Cancel Manageability

Events

Performance Performance Performance Performance

BPA results BPA results BPA results BPA results

Figure: 5.3.1 Configuring WDS with step

2 - The next is role services, there are two important server needs to be installed to
successfully configured WDS. The two services play important role for network based
installation.
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=

Server Man g8

Dashboard

B Local Server

Select role services

Before You Begin

All Servers

||
i AD Ds Installation Type

Select the role services to install for Windows Deployment Services

Role services

Server Manager

DESTINATION SERVER
150-DC1 kazi.com

Description

1% DHcP
DNS

D Server provides the full
functionality of Windoiws

Deployment Services, which you can
use to configure and remotely install

File and Storage Services I

Confirmation

Windous operating systems. With
Windous Deployment Services, you
can create and customize images
and then use them to reimage
computers. Deployment Server is
dependent on the care parts of
Transport Server.

Hide

File and Sterage
Bervices

Install

Performance

Services ‘ ‘

Performance

Services
Performance

Services ‘ ‘

Figure: 5.3.2 Configuring WDS with step

3 — After selecting two servers, click next.

Fvents
Services

Performance

4 — In confirmation step, there shows what exactly we are going to install, after ensuring

click install.

Server Man &8

Dashboard Y

Local Server

All Servers Before You Begin

gl ADDS Installation Type
1% DHcP Server Selection
& DNs er Roles

W§ File and Storage Services b

Confirm

Confirm installation selections

Server Manager

DESTINATION SERVER
1S0-DC1 kazicom

To install the following roles, role services, or features on selected server, click Install.

[[] Restart the destination server automatically if required

Optional features (such as administration tools) might be displayed on this page because they have
been selected automatically. If you do not want to install these optional features, click Previous to clear
their check boxes.

Remote Server Administration Tools
Role Administration Tools
Windows Deployment Services Tools

Windows Deployment Services
Deployment Server

Transport Server

Export configuration settings
Specify an alternate source path

Manage  Tools

1l

View

Hide

File and Storage
IBervices

Next > I Install I Cancel

Fvents

Services

Performance

— Figure: S.JB.3 Configuring

Services Services

Performance

DS-with ste

Performange

5 — Here is shoing the installation process

** We can close the wizard during runing the installation process

©Daffodil International University

Services

Performance

10



Server Man &2

Server Manager

"?)l r1 Manage  Tools

T Dashboard

" i Local Server
ii All Servers
f§ ADDs
i pHep
DNS

B File and Storage Services b

Installation progress

View installation progress

O Feowreinstaliation

Installation started on 1S0-DC1.kazi.com

Remote Server Administration Tools
Role Administration Tools
Windows Deployment Services Toals
Windows Deployment Services
Deployment Server

Transport Server

You can close this wizard without interrupting running tasks. View task pragress ar open this
EY page again by clicking Notifications in the command bar, and then Task Details.

Export configuration settings

< Previous

DESTINATION SERVER
150-DC1 kazl.com

Hide

File and Storage
Ibervices

Next> Close Cancel

L Senicac L

Sarviree L Qanvires

Figure: 5.3.2 Configuring WDS with step

6 — After completing installation process, click close

If you install WDS from Ad Rolls and Feature Wizards, then we can automatically configure
these settings. Although the static IP address of the WDS server is not required, the role of
infrastructure such as WDS is always a good practice to make sure that the network address is

consistent.

“Import-module Server Manager”

“Install-Windows Feature —Include All Sub Feature WDS”

7 — In server manager console, there will have a notification in notification area

Server Manager * Dashboard

i% Dashboard

B Local Server

WELCOME TO SERVER MANAGER

a Configure this local server

2 Add roles and features

Add other servers to manage

Create a server group

6 Manage  Tools  View
&), o g

Hide

ii All Servers
i ADDs
1 DHcp QUICK START
& DNS
5 Fileand Storage Services b
B1 wps
WHAT'S NEW
LEARN MORE
ROLES AND SERVER GROUPS

Roles:5 | Servergroups:1 | Servers totak 1

il ADDs

1 {8 DHcP 1

R File and Storage

DNS 1 i
Services

Be

@ Manageability
Events
Services

Performance

BPA results

@ Manageability
Events
Services
Performance

BPA results

@ Manageability

@ Manageability

Events Events
Services Services
Performance Performance
BPA results BPA results

Figure: 5.3.4 Configuring WDS with step
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8—Click the notification area and here is showing the installation process has been

successfully.

Server Manager * Dashboard

Dashboard

Local Server

All Servers

AD DS

DHCP

DNS

File and Storage Services b
1 WDS

|
A

o o = =

o

WELCOME TO SERVER MANAGER

Manage Tools  View  Help

@ Festureinstallation
)

o Configure this local server

Add Roles and Features|

Installation succeeded on ISO-DC1.kazi.com.

7 Task Details
QUICK START
1 2 Add roles and features
3 Add other servers to manage
WHATS NEW
4 Create a server group
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles:5 | Servergroups:1 | Servers total: 1
_— - == File and Storage
il ADDS 1 DHCP £ DNS 1 [ X 1
- ?! = B Services
@ Manageability @ Manageability @ Manageability @ Manageability
Events Events Events Events
Services Services Services Services
Performance Performance Performance Performance
BPA results BPA results BPA results BPA results

Figure: 5.3.5 Configuring WDS with step

Configuring WDS:

%292

1 — From the server administrator console, click on the Tools tab and click on
Windows Deployment Services.

Server Manager » Dashboard

Dashboard

i Local Server
All Servers
AD DS
DHCP

DNS

File and Storage Services b

-
=

-
i

o B

B1 WDS

WELCOME TO SERVER MANAGER

Manage Tools View Help

Ll

Active Directory Users and Computers
ADS| Edit

QUICK START

WHAT'S NEW
4

6 Configure this local server

Add roles and features
Add other servers to manage

Create a server group

Component Services
Computer Management
Defragment and Optimize Drives
DHCP

Disk Cleanup

DNS

Event Viewer

Group Policy Management

ISCS Initiator

Local Security Policy

ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)
Performance Monitor

ROLES AND SERVER GROUPS

Roles:5 | Servergroups:1 | Servers total: 1

i§l ADDs 1 §i DHCP £ DNs 1
@ Manageability @ Manageability @ Manageability

Events Events Events

Services Services Services

Performance Performance Performance

BPA results BPA results BPA results

Figure: 5.3.6 Configuring WDS with step
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Security Configuration Wizard
Services

System Configuration

System Information

Windows Deployment Services 1

| Windows Firewall with Advanced Security
Windows Memory Diagnostic
Windows PowerShell
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Windows Server Backup
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2 — After clicking Windows Deployment Services the new WDS wizard will be appeared
in the following

Server Manager

e Manage Tools  View  Help

File Action View Help
Dashboard s LQA‘ o}

§ Local Server @i Windows Deployment Services Windows Deployment Services

= b g Servers | I ]

B Al Servers b h. Active Directory Prestaged Devices

il ADDs Windows Deployment Services

i pHcp - . - :
Windows Deployment Services enables you to deploy Windows operating systems over the network.

o

DNS

= This Microsoft Management Console (MMC) snap-in enables you to manage and configure Windows Deployment

WE File and Storage Servicd Services. You can perform tasks including adding images, i multicast i and configuring server

Eiwos properties. You can also manage your server using the WDSUTIL command-line tool. For more information, press F1.

1 =
To manage 2 server from this snap-in, you must add it first, To add a server, right-click the Servers node, and then
click Add Server.
Hide
rage B
9 1
| 4
| B
=

Figure: 5.3.7 Configuring WDS with step

3 — Now expand the server and right click on 1ISO-DC1.kazi.com and select and
click configure server shown in the following

file Action View Help
B [E Q

| Windows Deployment Services Windows Deployment Services

4 33 Servers
150-DC1 kazi.corgl )
b Ui AIve Directory Pre Configure Server jdows Deployment Services

Remove Server
ployment Services enables you to deploy Windows operating systems over the network.

Refresh
ft Management Console (MMC) snap-in enables you to manage and configure Windows Deployment Services. You can perform tasks including adding images, configuring multicast

L , and configuring server properties. You can also manage your server using the WDSUTIL command-line tool. For more information, press 1.

To manage a server from this snap-in, you must add it first. To add a server, right-click the Servers node, and then click Add Server.

anfigures this server for the first use.

= =

Figure: 5.3.8 Configuring WDS with step
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** The server icon indicated shows the server is not running. So, this is important for
the Administrators to be concern about the server state after WDS installation process.

4 — After click configure server there will be opened a starting wizard provided some
necessary information for the Administrators

L] Windows Deployment Services =@ x
File Action View Help
e=E e Bm

i Windows Deployment Services Windows Deployment Services

4 3 sewvers

2 Rt wf © Windows eployment envces Coniguation Wiz [X]]
b [ Active Directory Prestaged Devices @ Wi

Before You Begin
Windows Depl Beok jg

This perform tasks including adding images, configuring multicast
transmissions, re information, press F1.

You can use this wizard to configure Windows Deployment Services. Once the server is

corfigured, you wil nesd to add at least one boot image and one install image to the server
before you will be able to install an operating system.

Tomanage a s

Before you begin, ensure that the following requirements are met:

~ The serveris a member of an Active Directory Domain Services (AD DS) domain, or
2 domain controler for an AD DS domain. I the server supports Standalone mode, i
be corfigured without having a on Active Directory.
~ There s an active DHCP server onthe network. This is because Windows
Deploymert Services uses Pre-Boot Execution Environment (PXE), which refies on
DHCP for IP addressing.

~  Thereis an active DNS server on your network.

~  This server has an NTFS file system partition on which to store images.

To continue, click Next

I]1I
|

Figure: 5.3.9 Configuring WDS with step

5 — In install option there are two options and choose the default option and click next.

G Windows Deployment Services -8 X
File Action View Help

C G RE ]
5 Windows Deployment Services Windows Deployment Services

4 33 servers

b [ Active Directory Prestaged Devices @ Wi

Install Options
Windows Depl o $

This Microsoft perform tasks including adding images, configuring multicast
transmissions, re information, press F1.

To manage a sf Select one of the following options:
® Integrated with Active Directory

‘This serveris @ member of an Active Directory Domain Services (AD DS) domain,
ora domain controllerfor an AD DS domain

O Standalone server

Configure the server so that i is standalone, operating independently of Active
Directory.

<Back || Net> | [ Cancel

Figure: 5.3.10 Configuring WDS with step
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** Standalone server installation while to configure the server so that it is standalone,
operating independently of Active Directory.

6 — Next page is remote installation folder location. We can choose default location or
change as it needs.

** Remote installation folder contains startup images, installation images, PXE startup files
and Windows Deployment Services Administration tools. The Administrator should have
concern about that the partition must be an NTFS partition.

' Windows Deployment Services =|a] x
File Action View Help
@ sl Bm
o Windows Deployment Services Windows Deployment Services |
4 33 Servers T S,
S .
b (& Active Directory Prestaged Devices ‘0‘ Wiido i -
i Remote Installation Folder Location
)

Windows Deplo o

This Microsoft e rencte ettt fodr il ot oot ot I perform tasks including adding images, configuring multicast

Eansie remote instalation folder wil contain boot images, installmages, PXE boot fies. Toormatt Fl.

DS and the Windows Deployment Services management tools. Choose a partition that is information, press

4 large enough to hold all of the images that you wil have. Thi partion must be an

Kmanagea;se NTFS partition and should not be the system parttion

Enter the path to the remote instalation folder.
Path:
I C:\Remotelnstal] | | [ Browse...
| S
<Back | Net> | [ Cancel
]

Figure: 5.3.11 Configuring WDS with step

7 — After clicking next an urgent information displayed with that wizard saying not to install
in that system volume partition. It is crucial to the Administrators to change the location. | am
for demo purpose showing the default setting.

8 — Click yes and then showing the following wizard
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4 Windows Deployment Services -|a| x

File Action View Help

Rl Il

5 Windows Deployment Services Windows Deployment Services

4 33 Servers %
b 5, 150-DCl.kazi.com i L] Deploy Services C Wizard

b [a Active Directory Prestaged Devices

= Remote Installation Folder Location ;
-
Windows Deploy .
This Microsoft perfarm tasks including adding images, configuring multicast
transmissians, a The remote installation folder wil cortain bact images, instalmages, PXE bost fies.

information, press F1.

and the Windows Deployment Services management tools. Choose a parttion that is

To manage s sei

. Thevolume sclected is alse the Windows system velume, For best

A8\ performance and data reliability, the remete installation folder should
be stored on a separate volume, and, where possible, on a separate disk
from the system volume.

Da you want to continue?

<Back || MNet> | [ Cancel

% 1 i

Figure: 5.3.12 Configuring WDS with step

9 — In this wizard, the administrators should check the selected boxes. If the WDS is
deployed within the ADDS, the Administrators should select the both check boxes.

** |f a WDS server hosts the DHCP server function, the server needs to listen on a
separate port and configure the DHCP 60 option label for all scopes.

G Windows Deployment Services -8 X
File Action View Help

e=»|[E & Bm

4 33 servers
b 5 150-DC1kazi.com _
@ Windoy

b (as Active Directory Prestaged Devices e
? P
Windows Deploy =
trms Microsoft e e e Pafrform;asks m:lu:;ng adding images, configuring multicast
RapsmESElons:o the following check boxes and use DHCP tools to add appropriate PXE options to all nromation; pressile
DHCP and DHCPv6 scopes.

To manage a sel
if a non-Microsoft DHCP server is running on this server, then check the first box and
manually configure DHCP option 60 and DHCPv6 Vendor Class for Proxy DHCP.

The Windows Deployment Services Configuration Wizard detected Microsoft DHCP
4 2 th Pl S

ng server. Please select from pti

[V Do not listen on DHCP and DHCPv6 ports
[V Corfigure DHCP options for Proxy DHCP

<Back || MNet> | [ Cancel

N &
Figure: 5.3.13 Configuring WDS with step

10 — In PXE setting initial wizard, The Administrators will select according to their system
environment and requirements.
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** |n the PXE Server Basic Settings dialog box, click on all the client computers (known
and unknown) answers and the administrator needs approval for unknown computers.)

@ Windows Deployment Services =@ x
File Action View Help

P ERE]
58 Windows Deployment Services

4 53 servers
R o windowsDeploymentSenvces Confguation Wizard. ]|
b (i Active Directory Prestaged Devices @ Windoy o
PXE Server lnitial Settings
A
Windows Deplo :
This Microsoft iform tasks including addi figuring multicast
P i You can use these settings to defne which clent computers this server il respond to. Known clents are P oo et g egecomguing mutc
g the clents that have been prestaged. When the physical compter perfoms a PXE boot, the operating v pressFl:

system will be installed based on the settings that you have defined.
To manage a ser

Select one of the following options:
(® Do not respond to any client computers
O Respond only to known client computers
O Respondto all client computers (known and unknown)
__ Require administrator approval for unknown computers. When you select this option, you must

[l approve the computers using the Pending Devices node in the snapn. Approved computers wil be
added to the fis of prestaged clerts

To configure this server, cick Next.

<Back | MNet> | [ Cancel

n1l

Figure: 5.3.14 Configuring WDS with step

11 — All client computers (known and unknown) and select the next selected option
shown below.

'] Windows Deployment Services -3 x
File Action View Help

e [E 6 Bm

8 Windows Deployment Services Windows Deployment Services
4 33 Servers R SRR

0

b (ai Active Directory Prestaged Devices — .
PXE Server Initial Settings
A
Windows Deplo, c

This Microsoft
transmissions, a

gyt e e i T Aetsae m::; :::‘ks ngu:]mg adding images, configuring multicast
the clients that have been prestaged. When the physical computer perfoms a PXE boat, the operating wpress il

system wil be installed based on the settings that you have defined.
To manage a sei

Select one of the following options:

© Do not respond to any client computers

(O Respond only to known client computers

(®) Respond to al dlient computers (known and unknown)

.
™

i approval for . When you select this option, you must
approve the computers using the Pending Devices node in the snap-n. Approved computers will be:
‘added to the list of prestaged ciients.

To corfigure this server, cick Next

<Back || Nad)llCanceI

Figure: 5.3.15 Configuring WDS with step
12 — After clicking next the progress will begin
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File Action View Help

‘Windows Deployment Services

a

x

BlEE

i Windows Deployment Services
4 33 Servers
b 5, IS0-DC1kazi.com

b [ Active Directory Prestaged Devices

Windows Deployment Services

@ -

Task Progress 3
2

Windows Deploy

This Microsoft

transmissions, a Corfiguring Windows Deployment Servicss

To manage a se Copying files needed by Windows Deploymert Services

perform tasks including adding images, configuring mutticast
information, press .

<Back | Fmsh | [ Concd

Figure: 5.3.16 Configuring WDS with step

13 — Now click finish.

L] Windows Deployment Services =@ x
File Action View Help
LEE

i Windows Deployment Services
4 33 Servers
b B 1S0-DC1kazi.com
b [ Active Directory Prestaged Devices

Windows Deployment Services
O | PN O B P L

Windows Deploy

Task Progress g

This Microsoft
transmissions, ai

To manage a sei

i —
Stating Windows Deployment Services

The service did not respond to the start or control request in a timely
fashion.

cBack |[ Psh | [ Cancel

perform tasks including adding images, configuring multicast
information, press F1.

nl

Figure: 5.3.17 Configuring WDS with step

©Daffodil International University
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5.4 Configure, Create and Add images:
After finishing installation, we need to mount the image file at first.
** Now we have to mount the images for image booting and installing.

1 — An iso file copied and kept on Desktop, Right click on that iso file of windows server
2012 .

Burn disc image

Open with...

Share with

Restore previous versions
Send to

Cut

Copy

Create shortcut

Windows Server 2012 R2 Standard
Build 9600

(% 9 it

Figure: 5.4.1 Configure, Create and Add images

2 — After mount the image showing the operating system files to the following location

©Daffodil International University
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e ooowewsseresesos =]k

Home  Share  View Manage v 8
1 \I » ThisPC » DVD Drive (E:) IRM_555_X64FRE_EN-US_DV5 M c,\ [ Search DD Drive (£ IRM_355... 2 |
S Favorites Neme - Date modified Type Size
B Desktop 1. boot 8/22/2013 TLOTPM  File older
(8 Downloads b efi 8/22/2013 THOTPM  File older
% Recent places 1 sources 8/22/2013 110TPM  File folder
1. support 8/2/20131107PM  File folder
188 This PC ] avtorun.inf 8/22/2013 1HOTPM  Setup Information KB
& Desktop | bostmgr 8222013 1107PM  File 418 K8
1 Documents || bestmgrefi §/22/2013 1HOTPM  EF File 1,575 KB
1 Dawnlosds i setup.ere £/22/20131107PM  Application 6 KB
b Music
|&] Pictures
§ Videos
Local Disk
[ i OVD Drive (5) IRM_SS5_XGHRE.EN-US.0V: |
'l boot
Ui
1 sources
| suppart
€ Network

Bitems E =

Figure: 5.4.2 Configure, Create and Add images
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3 — After mounting the image, go to the WDS wizard shown in the following.

File Action View Hd?
e 2[E 6B

5 Windows Deployment Services

[+ 50-0CT kaeom’

bl

e Directory Prestaged Devices

1S0-DC1.kazi.com I

Name

[ Install Images.

<] Boot Images

[ Pending Devices

(5 Multicast Transmissions
[ Drivers

2 — Select the |

%7 it

Figure: 5.4.3 Configure, Create and Add images

SO-DC1.kazi.com and expand it shown in the following

File Action View Help

@@ o
[ Windows Deployment Services|

4 o 1S0-DC1 kazi.com

b [ Install Images

b [ Boot Images

b [ Pending Devices

b (53 Multicast Transmissions
. Drivers

Windows Deployment Services

@ Windows Deployment Services

Windows Deployment Services enables you to deploy Windows operating systems over the network.

This Microsoft Management Console (MMC) snap-in enables you to manage and configure Windows Deployment Services. You can perform tasks including adding images, configuring multicast

b Ln. Active Directory Prestaged Devices

and server properties. You can also manage your server using the WDSUTIL command-line tool. For more information, press F1.

To manage a server from this snap-in, you must add it irst. To add a server, right-click the Servers node, and then click Add Server.

Figure: 5.4.4 Configure, Create and Add images

©Daffodil International University
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5.5 Add Install Image:

3 — Install the image and right-click and then select Add installation image.

File Action View Help

e aE 2 Bm

i Windows Deployment Services Install Images 0 Image Group(s)
4 &4 Servers i Image Group
4 1S0-DC1.kazi.com
™5 Install Imagesi There are no items to show in this view.

5 B Boot Tmages Add Install Image...

b [ Pending Devi ‘Add Image Group...

b (5} Multicast Tra View 9

b [k Drivers
b [au Active Directory Prest Export List...

Help

Add &nstall Image...

Figure: 5.5.1 Add Install Image

4 — At first we have to create a group of images before installing the images.

L] Windows Deployment Services -3 x
File Action View Help

e 2@ =
i Windows Deployment Services

4 33 Servers
4 T 150-DC1.kezi.com

b (=] Boot Images
b [ Pending Devices Image Group
b (5 Multicast Transmissions =
b [ Drivers =
b [au Active Directory Prestaged Devices

Image Group

This wizard adds an install image to your server. You must have at least one install
image and one boot image on your server in order to boot a client using Pre-Boot
Execution Envir (PXE)and install erating syst

Animage group is a collection of images that share common file resources and
security. Enter the image group for the install image that you want to add.

) Select an existing image group V]

e —

<Back [ Net> | [ Cancel

Figure: 5.5.2 Add Install Image
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** The images contain a version of a special reduction operating system known as the full
operating system or Windows PE.

** Discovery Image This special image is for computers that do not have the appropriate
network drivers to load WXE to start a session with a WDS server.

5 — Name the group ImageGroupl and click next

6 — At the image file wizard, we have to browse the location where the install image
file located after mounting the iso image file.

] Windows Deployment Services =|a) x
File Action View Help

e znlm 2 B

i Windows Deployment Services Install Images 0 Image Groupl(s)

4 G Servers ) Image Group
4 7 150-DC1kazi.com

b ] BootImages

b [ Pending Devices Image File b
b (5} Multicast Transmissions o
b [ Drivers o
[ Active Directory Prestaged Devices
b Lm Actr Y. 9 Enter the location of the Wi i i images to add.
Fie location:

Note: The defaut boot and installimages (Boot wim and Installwim) are located onthe
installation DVD in the \Sources folder.

More information about images and image types

<Back Nedt> | Cancel

Figure: 5.5.3 Add Install Image

7 — Browse the file located in Source folder of system and select the install.wim file and click
next

- Windows Deployment Services -] x
File Action View Help

o =p| 2 (m] (| @

8 Windows Deployment Servic nstall Images 0 Image Group(s
4 B Servers ———— - —_— -
Image G
o B ]
b (1 Install Images — - S— ~ — T -
2 ® ~ [0 < DVD Drive (€) IRM_SSS_.. » sources » 5 | [[Search sources

Organize ~
B Desktop ~| Name
& Downloads
1l Recent places

e P =
bootwim 8 P .
Ea Local Disk (C) 8/22/2013 11:07PM WIM File
i DVD Drive (E) IRT
e E I
File name: [installwim v [Windows image files (" wim) v

15 a)

Figure: 5.5.4 Add Install Image
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8 — After now verify next, here is shown the four editions of windows server 2012 r2. We can
customize the options as per requirements. And also we can change the default name if we

want

File Action View Help

Windows Deployment Services

e 2lE 2 Bm

8 Windows Deployment Services
4 33 Servers
4 [ 150-DC1kazi.com
b ] Install Images
b [ Boot Images
b [ Pending Devices

b [k Drivers

b (5 Multicast Transmissions

b [a Active Directory Prestaged Devices

Image Group

Available Images

The file that you specified contains the following images. Select the images that you

wantto add to the server.
Name Architecture  Description
%] Windows Server 2012... &8 Windows Server 2012 R2 SERVERS...
[V Windows Server 2012... x64 Windows Server 2012 R2 SERVERS...
[ Windows Server 2012... x64 Windows Server 2012 R2 SERVERD...
[V Windows Server 2012... x64 Windows Server 2012 R2 SERVERD...
<[ m [>]

| [V} Use the default name and description for each of the selected images |

<Back | Net> | [ Cancel

Figure: 5.5.5 Add Install Image

9 — Here | will only be selecting the two editions one is windows 2012 r2 server and another
is server 2012 r2 server data center. And keep default setting of names.

L] Windows Deployment Services =g x
File Action View Help

e aE B
i Windows Deployment Services
4 33 Servers
4 T 150-DC1.kazi.com
b [ Install Images
b [£] Boot Images
b [ Pending Devices

Install Images 0 Image Group(s)

Image Group

Available Images
b (5} Multicast Transmissions
b [} Drivers

b [ Active Directory Prestaged Devices

The file that you specified contains the following images. Select the images that you
want to add to the server.

Name Architecture  [|
] ircov s servensrnonnocone IR IOV
[¥] Windows Server 2012 R2 SERVERSTANDARD x64 |
[[] Windows Server 2012 R2 SERVERDATACENTERCORE x64 |
[¥] Windows Server 2012 R2 SERVERDATACENTER x64 |
<[ [0 [ >

[V Use the defautt name and description for each of the selected images

<Back |[ Net> | [ Cancel

Figure: 5.5.6 Add Install Image

©Daffodil International University 24



10 — Click next and we will find the selected two editions for check summery and then click

next

File Action View Help

Windows Deployment Services

G EN

4 33 Servers
4 T 150-DC1.kazi.com
b [ Install Images
b [ BootImages
b (% Pending Devices

b [ Drivers

i Windows Deployment Services

b (3} Multicast Transmissions

b [ Active Directory Prestaged Devices

Install Images 0 Image Group(s) |

Image Group

You have selected the following images

I Image group: ImageGroup 1 I
Iinage file: E\sources\install wim I

S

Name

Windows Server 2012 R2 SERVERSTANDARD
Windows Server 2012 R2 SERVERDATACENTER

To change your selection, cick Back. To add the selected images to the server, cick
Next.

<Back |[ Net> | [ Cancel

11 — After that the adding image will appear shown in the following

File Action V!ew Help.
e 2@ B

5 Windows Deployment Services
4 33 Servers
4 T 150-DC1.kazi.com
b [ Install Images
b (] BootImages
b [ Pending Devices
b (5} Multicast Transmissions
b [ Drivers
b [ Active Directory Prestaged Devices

Figure: 5.5.7 Add Install Image

Windows Deployment Services

Install Images 0 Image Group(s)

Image Group

&

Adding Windows images)...

Adding Image 1 of 2 (Windows Server 2012 R2 SERVERSTANDARD)

<Back || Finish

©Daffodil International University
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12 — After completing click finish and Install image will be showing the following images

File Action View Help

e nE X B

i Windows Deployment Services

ImageGroup1 2 Install Image(s)
4 5"‘;:3 i Image Name Architecture  Status  Expanded Size  Date 0S Version || Priority
“b P o I“'"‘"“ %) Windows Server 2012 R2 SERVERDATACENTER 164 Online 11135 MB 7/24/20182... 63,9600
A ey %) Windows Server 2012 R2 SERVERSTANDARD  x64 Online 11135 M8 7/24/20182... 639600
» [ ImageGroupi |

b ] Boot Images
b [ Pending Devices
b (5} Multicast Transmissions
b [k Drivers
b [ Active Directory Prestaged Devices

%292

Figure: 5.5.9 Add Install Image
Add Boot Image:

13 — Now steps forward to Boot image. Select Boot image and right click on it and then click
Add Boot image

File Action View Help

LR
i Windows Deployment Services
4 33 Servers

4 b 150-DC1 kazi.com
b ] Install Images

Boot Images 0 Boot Image(s)

ImageName  Architecture  Status  Expanded Size  Date  OSVersion

Priority

There are no items to show in this view.

% Pending Dev
b (5} Multicast Tr
b [ Drivers

b Cau Active Directory Pre, Export List...

Add Boot Image...

View »

Help

Adds a Boot Image to the server.

Figure: 5.5.10 Add Boot Image
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14 — Now we have to browse the boot.wim file

'] Windows Deployment Services =8 x
File Action View Help
e 2 N7

8 Windows Deployment Services
4 37 Servers
4 o 150-DC1.kazi.com
b [ Install Images
b (2] BootImages
b [ Pending Devices
b (5} Multicast Transmissions
b [ Drivers
p [ Active Directory Prestaged Devices

Boot Images 0 Boot Image(s) I

Image Name

Architecture

Status

ExpandedSize  Date  OSVersion

Priority

Image File

+

Enterthe location of the Windows image file that contains the images to add.

File location:

| Bowse... |

Note: The defaut boot and instal images (Boot wim and Installwim) are located on the

installation DVD in the \Sources folder.

More information about images and image types

<Back ||

Next >

Figure: 5.5.11 Add Boot Image

15 — Click browse and introduce with the boot.wim file located to source folder in mount

location

L] Windows Deployment Services =@ x
File Action View Help
e 2@ B
i Windows Deployment Services Boot Images 0 Boot Imag:
4 3 Servers > , 5 sew
B ImageName  Architecture  Status  Expanded Size  Date  OSVersion Priority
4 -DC1 kazi.com
b [ Install Images There are no items to show in this view.
b ] BootImages ] Add Image Wizard X
b (3 Pending Devices
b (3} Multicast Transmissions
= :
@ :ﬂﬂm’:’;’zwp’mgw beices [ < DVD Drive (E) RM_SSS.... » sources » v & [ search sources 2]
Organize + =y I @
B Desktop [A] " Name : Date modified Type
1 Downloads | )
= S )\ dimanifests 8/22/201311:07PM  File folder
PEREES U en-us 8/22/2013 1107PM  File folder
- )\ etwproviders 8/22/20131107PM  File folder
R ‘D'S 3 1. inf 8/22/201311:07PM  File folder
; D“ i ’ 1. migration 8/22/20131107PM  File folder
B D“"'l"";s = 1 replacementmanifests 8/22/20131107PM  File folder
s
b Mow_" = U s 8/22/20131107PM  File folder
B p.::'( Ui vista 8/22/201311:07PM  File folder
res
5 vl 3 ) L 8/22/2013 1107PM  File folder
ideos
Esivai | bootwim 8/22/20131107PM_ WIM File
ocalDisk (C) || = .
i OVoDive @RI | L malim 8/22/20131107PM  WIM File
rive (E:
Fl[E [ 1 [ >
1 File name: [boot wim v| [ Windows image files (wim)  v|

Figure: 5.5.12 Add Boot Image
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16 — My file location is E:\sources\boot.wim. Every Administrator should check the location
and the target file located to the sources directory.

L] Windows Deployment Services -|a] x
File Action View Help

o 2a[F =

4 B Servers ImageName  Architecture  Status  ExpandedSize  Date  OSVersion  Priority
4 T 150-DC1kazi.com

b [ Install Images i i
b ] Boot Images

b [ Pending Devices

b [3} Multicast Transmissions Image File ﬁ
b [ Drivers &

b [a Active Directory Prestaged Devices

Enterthe location of the Windows image file that contains the images to add.

JEssourcestboctuim | | [ Bowse...

Note: The default boot and installimages (Boot.wim and Installwim) are located on the
instalation DVD in the \Sources foider.

More information about images and image types

<o |[Thet> ]

(% 77 it

Figure: 5.5.13 Add Boot Image

17 — At image metadata the scenario will be like this and we can edit as demand.

'] Windows Deployment Services =@ x
File Action View Help

e’ 2E B Em

4 3 Servers ) ImageName  Architecture  Status  ExpandedSize  Date  OSVersion Priority
4 b 150-DC1 kazicom

b [ Install Images 2 i e
b ] Boot Images
b [ Pending Devices

b (5% Multicast Transmissions Image Metadata
b [k Drivers .y

b Ca Active Directory Prestaged Devices

Enter a name and desciption for the folowing image:
“Microsoft Windows Setup (¢64)

Image name:
[Mmsoﬁ Windows Setup 64) |

Image description:
[ Microsoft Windows Setup (<64 |

Image architecture:
x64

<Back || MNet> | [ Cancel

Figure: 5.5.14 Add Boot Image
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18 — Click next. In the summery wizard there will be showing the summery and then click
next

19 — In the task progress wizard there will be showing the progress of adding the boot image
L]

Windows Deployment Services =[@] x
File Action View Help
L R R
i Windows Deployment Services Boot Images 0 Boot Image(s)
4 i Servers ) ImageName  Architecture  Status  ExpandedSize  Date  OSVersion  Priority
4 [y IS0-DC1.kazi.com

b [ Install Images 5 e
b (=] Boot Images
b [ Pending Devices

b (5} Multicast Transmissions Task Progress 3
b [ Drivers ¥

b [a Active Directory Prestaged Devices
‘Adding boot image.
Adding Image 1 of 1 (Microsoft Windows Setup (<64

e

<Back | Fnish | [ Cancel

= 7 &

Figure: 5.5.15 Add Boot Image
20 — Now click finish.

21 — The Administrator should check the WDS console whether the boot image adding
successfully or not

File Action View Help
e 2@ 2 Em

i Windows Deployment Services

Boot Images 1Boot Image(s)
4 33 Servers

) Image Name Architecture __ Status __Expanded Size__ Date __0S Version _ Priority
4 T 150-DC1kazi.com

= -2l Microsoft Windows Setup (x64) x64 Online 1302 MB 7/24/... 63.9600
b Install Images
b 15 Pending Devices

b [3} Multicast Transmissions
b [k Drivers
b Cai Active Directory Prestaged Devices

Figure: 5.5.16 Add Boot Image
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Start WDS service:

1 — Now the WDS has to be running for getting the service. The scenario shows that the
service of the WDS server is not running

e deken Vew ey
% rs0n
'meau
4l tos

e R eyt ey debetyr Sew  foewiSx D Ve Py

4 - T Vit St oty - Lwwe bW T L Lawe
~ et gy

¥ B ety Deiin

R MR ) e

b Ld e

= 2 The 'WOS sarver it 0ot rurning des o
e / Aaamas peinting the sarvar with hlock ciecle

Figure: 5.5.17 Start WDS service

2 — So, select the ISO-DC1.kazi.com server and right click on it and from list wizard select
task and then select start

File Action View Help
e 2@ 0z Bm

i Windows Deployment Services
4 33 Servers

150-DC1.kazi.com

Name

| Properties
Remove Server

Start

Stop
b (& Active Directory Pr Refresh Restart
Export List...
Help

Starts Services.

Figure: 5.5.18 Start WDS service
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3 — In that time, a wizard will be showing the WDS server is going running and progress bar
will be showing. After that a successful wizard will show the successfully started Windows
Deployment Services. Click ok and then the WDS server will look like to the following
scenario

File Action View Help
e nm cz| Bm
8 Windows Deployment Services 150-DC1.kazi.com

4 33 Servers

D 150-DC | kazi.com
b st Images
) Boot Images

| Name
3 Install Images
£ Boot Images

b (i Pending Devices
b (3} Multicast Transmissions
p 4 Drivers
b9 Active Directory Prestaged Devices The WDS server state has been
changed into running state.

Figure: 5.5.19 Start WDS service

5.6 Network Boot from client sides:

Edit Settings of Client VM:

1 — In my hyper-v manager, there are three virtual machines. One is Domain Controller and
others are client servers shown in the following. | am going to set ISO-SVR2 client server for
netwerk boot. = x

File Action View Help
&5 7@ HiE

B KAZI-HASAN KAZI-HASAN A

E& Quick Create...

Assigned Memory  Uptime Status

1130 MB

Configuration Version
New >

Iy Import Virtual Machine...
[] Hyper-V Settings...

g8 Virtual Switch Manager...

Domain Controller

Client Servers . Virtual SAN Manager..

w4 Edit Disk..
L — | & Inspect Disk...
| Checkpoints D)
=] % 1S0-DC1 - (6/17/2018 - 7:15:02 PM)
-y 150-DC1 - WDS(7/20/2018 - 12:42:47 AM) X Remove Server
P Now © Refresh

) Stop Service

View »
Help
150-DC1 -
4 Connect...

E7 Settings...
®) Tum Off..

Created: 6/4/2018 10:1352 PM Clustered: No @ shutDown..
Configuration Version: 6.2 Heartbeat: OK (Applcations Healthy) © Save

Generation: 1 Il Pause
Notes: None
I> Reset

By Checkpoint
5 Revert...
B Move.. v

[1s0-DC1

Summary Memory | Networking

KAZI-HASAN: 1 virtual machine selected.

Y

Figure: 5.6.1 Edit Settings of Client VM

R Amaz v B
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2 — Select ISO-SVR2 and right click and then go to setting

ii per-V Manage

File View Help
€| 2@ B

8 Hyper-V Manager
ER KAZI-HASAN

Action

M f Settings for ISO-SVR2 on KAZI-HASAN | - X

} Virtual Machines
—

|B 1s05vR3

Checkpoints

P Now

1SO-SVR2

B 150-5VR2- (7/18/
-y 150-SVR2-for

1S0-SVR2 vi4p» |0
A Hardware A | B* AddHardware
| Add Hardware
= BI0s You can use this setting to add devices to your virtual machine.
Boot from CD Select the devices you want to add and diick the Add button.
B Memory
1024 M8 Network Adapter
# [ Processor RemoteFX 3D Video Adapter
1 Virtual pr Legacy Network Adapter

& [ IDE Controller 0
Bl g Hard Drive
New Virtual Machin
= [ IDE Controller 1
DVD Drive
indows
SCSI Controller

None
[ Diskette Drive
None
A Management
1] Name

[ Integration Services

Fibre Channel Adapter

Add

You can increase the storage available to a virtual machine by adding a SCSI controller
and attaching virtual hard disks to it. Do not attach a system disk to a SCSI controller.
System disks must be attached to an IDE controller.

Actions

KAZI-HASAN a

B3 Quick Create...
New 4
[ Import Virtual Machine...
[] Hyper-V Settings...
Virtual Switch Manager...
@ Virtual SAN Manager...
Edit Disk...
£ Inspect Disk...
u) Stop Service
Remove Server
© Refresh
View »
1S0-SVR2 -
A

e

Help

Connect...

Settings...

Upgrade Configuration Version...
Start

Checkpoint

Revert...

Move...

Export...

Rename...

BEH@P Pt

Delete... v

B8 Hyper-V Manager
File
| 2|
R Hyper-V Manager
[ KAZI-HASAN

Action View Help

Virtual Machines
Name
B 1so0c1
1S0-SVR2
& 1s0-svR3
Checkpoints
s 150-sVR2- 7118/
=y 1S0-5VR2-for|
P Now
1S0-SVR2
Creatq
Config
Gener|
Notes?

Figure: 5.6.2 Edit Settings of Client VM
3 — Check the Network Adapter. The Network Adapter should be Legacy Network Adapter.

M E Settings for IS0-SVR2 on KAZI-HASAN

150-SVR2 vi4»|d
A Hardware Lol 4 Legacy Network Adapter
B Add Hardware
I B10s Specify the configuration of the network adapter or remove the network adapter.
Boot from CD Virtual switch:
W Memory test v
1 VLANID

# [ Processor
1 Virtu

= [ IDE Controller 0

[ Hard Drive

Virtual Machine
= |8 1DE Controller 1

DVD Drive

en_windos

&l scst Controller

None
[ Diskette Drive

A Management
[£] Name
o

[ Integration Services
Some services offered

(b Checkpoints
Production

3@ Smart Paging File Location

gramData Vi

y running

v

[ Enable virtual LAN identification

To remove the network adapter from this virtual machine, dick Remove.

Remove

@ e recommend that you use a legacy network adapter only if you want to perform
a network-based installation of the guest operating system, o if integration
services are not installed in the quest operating system. Communications through a
legacy network adapter are slower than through a network adapter.

Actions

KAZI-HASAN a
BB Quick Create...

New »
Import Virtual Machine...

Hyper-V Settings..

Virtual Switch Manager...

. Virtual SAN Manager...

Edit Disk...

Inspect Disk...

Stop Service

Remove Server

c X

Refresh
View »
150-SVR2 a

Connect...

Help

Settings...
Upgrade Configuration Version...
Start

Checkpoint

Revert...

PuPOBEBR&H

Move...

z]

Export.

E

Rename...

L,

Delete... v

Figure: 5.6.3 Edit Settings of Client VM
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4 - Because to perform network-based installation with virtual machine, only Legacy
Network Adapter support. So, if Network Adapter is not Legacy Adapter, An Administrator
should add hardware from above of Hardware option and then from right then select the
inherited network adapter panel add

-]
File Acion View Help

L ANl ? o

T YESRLTYY y ettings for ISO-SVR2 on I-HASAN -
[BB Hyper-V Manager {ettings Fog SO- V2 o KAZY HI8S i Actions
B Kaz-HasaN 1S0-5VR2 v 4> ® i KAZI-HASAN A
A A Hardware ~ B Quick Create...
Name on
N »
B 1so-oct BIOS You can use this setting to add devices to your virtual machine. =
B 1s0svR2 Boot f Select the devices you want to add and dick the Add button. = Import Virtual Machine...
B 1sosvR3 . vemory SCe1 Controller Hyper-V Settings...
* O e Moo Adeesiee g8 Virtual Switch Manager...
i Virtual SAN Manager...
= 1DE C Vcﬂev 0 O 3 AS.
! H:‘dom | i EditDisk..
Checkpoints = [ IDE Controler 1 BE | @ stopsenvice
e DVD Drive Virtual machines are created with one network adapter. You can add additional network P
= i 150-5VR2- 7718/ o Ao 2 adapters as needed. X Remove Server
=k 150-SVR2-for
» Now &8 scst Controller © Refresh
® § Legacy Network Adapter
5 View »
@ com1 Help
@ com2 1S0-SVR2 -
[ Diskette Drive ol [Coinecs.
o E 7 Settings...
L J 3L’:°"’"“‘— B | Upgrade Configuration Version..
L] Name
Creat( R2 O strt
Config J"“J’“""Sf""“ B Checkpoint
] chcdmons D Revert...
Notes:
Move...
4 smart PagﬂqutLocanoﬂ &
ProgramData Microsoft 3 bpot..
5 Automatic Start Action =} Rename..
Summary Memory Netw Restartif s v
= F B Delete... v

L Awa gz zuem B

Figure: 5.6.4 Edit Settings of Client VM

5 — Now select the Legacy Network Adapter and connect the adapter with a specific virtual
switch (Internal, External or Private). In this practice, | will be adding test virtual switch with
that Adapter.

LG Manage - a
File Action View Help

e aim Bim % Settings for S0-SVR2 on KAZI-HASAN - %
Hyper-V Manager @ — Actio
& 150-SVR2 vi4» |0 =

B KAZI-HASAN . [ | KAZI-HASAN 2~
v.mu Machine 2 |
| A Hardware A ' Legacy Network Adapter — 1 | EH Quick Create...
Name B addHardware . . ion Version =
B somcr [ Specify the configuration of the network adapter or remove the network adapter. New »
2. Boot from Cl .
B 1s0svR2 e JEunlaein: [ Import Virtual Machine...
W Memory test v e -
B 1s0-svR3 1024 [ p—— [] Hyper-V Settings..
[New Virtual Switch-External 23 Virtual Switch Manager...
= - L ) i ) — o . Virtual SAN Manager...
Herd D"ve t o wa Edit Disk..
al Machine1_B31.
- |- £l
- — |= 0 oe Controler 1 2 = — | = InspectDisk...
Checkpoints = : | [ Stop Senvice
" 5By 150-SVR] & 1SD.EVFE To remove the network adapter from this virtual machine, dlick Remove.
X Remove Server
=y 150- Remove
» © Refresh
(i) We recommend that you use alegacy network adapter ony f you want to perform
based installation of the quest operating system, or if integration View 4
Senvcesare ot instaled i the quest operating system. Communications through a o
legacy netwark adapter are slower than through a network adapter. Help
\ 150-SVR2 -
H Duskette Drive 48 Connect...
—— 1 (& Hanagement = 7 Settings..
[ m goe £ | |5 Upgrade Configuration Version...
] Integrahon Servlces © start
g B% Checkpoint
@ chedwns
oduction D Revert..
@ Smart Paging File Lucahun B Move...
C:\Prog soft\Win... %
) Auhumauc Start Acuun 5 Export..
Restart if previously v =] Rename...
Summary Mema =

Figure: 5.6.5 Edit Settings of Client VM
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6 — Now go to BIOS and we have to select the First priority Boot option and we will

select Legacy Network Adapter and

move to up

H
File Action View Help
e aE L £ Settings for 1S0-SVR2 on KAZI-HASAN - X
[Ef Hyper-V Manager Actions
B KAZI-HASAN 1S0-SVR2 v 4> |0
Virtual Machine KAZI-HASAN - A
& Hard ~ 2
'y ronare & eios E B8 Quick Create...
Name Aadiia tion Version
S = o5 Select the order in which boot devices are checked to start the operating system. New »
B isosvR2 ok s ety Metmaric e SaxkEan % Import Virtual Machine...
[ S —
B 1so-svR3 o I~ Hyper-V Settings...
Floppy i\ Move Down E3 vVirtual Switch Manager...
X i Virtual SAN Manager..
"\\ & Edit Disk..
5 = Use a legacy network adaiter to perform a network-based installation of the =)
5 = I IDE Controler 1 o Quest operating system. | & Inspect Disk...
Checkpolats DVD Drive \ ) Stop Senvice
=B 150-5VR] - _serve \
= 1509 &4 scst Controlier Legacy Network X Remove Server
» ® § Legacy Network Adanter Adapter should be up O Refresh
View >
@ comt
H Hep
@ com2
1SO-SVR2 -
H Dsietieorve o ot
— 2 Managemen t F f7 Settings...
A 4 1] Name E 24 Upgrade Configuration Version...
] Integration Services © st
es off By Checkpoint
Chedkpoints
- Ak D Revert..
8 SmartPaging Fie Location B Move..
) Automatic Start Action K Bpot..
f v =l Rename..
Summary Memd
) == = il ;

B AW @ T 1221PM

Figure: 5.6.6 Edit Settings of Client VM
** By default BIOS sets Boot from CD.

7 — Close the setting wizard and select the ISO-DC1 server and right click. From the list
wizard select start and then again from the list wizard select connect.

@ Hyper-V Manager

- X
File Action View Help
| 2E HE
[E Hyper-V Manager ] Actions
B KAZI-HASAN
KAZI-HASAN a
Virtual Machines
* : - ; Bl Quick Create...
Name Stat CPUUsage  Assigned Memory  Uptime Status Configuration Ve =
150-0C1 Running 0% 1130 MB 023315 62 ) New ¥
Connect... =
150-SVR3 83 [] Hyper-V Settings..
Settings-1 28 Virtual Switch Manager...
Upgrade Configuration Version... & Virtual SAN Manager..
| stt w4 Edit Disk...
e Checkpoint & Inspect Disk.
ecudiats Revests 2| | @ stop Service
- 1505V
G0 Mo X Remove Server
> Export... O Refresh
Rename... View »
Delete... Help
Help 150-SVR2 a
4 Connect...
[ Settings...
SO SVRZ, ) Upgrade Configuration Version...
Created: 5/5/2018 2:22:31 AM Clustered: No O start
Configuration Version: 6.2 B Checkpoint
Generation: 1 9 Revert.
Notes: None
B Move..
B Export..
=] Rename...
Summary Memory  Networking B Delete o

Starts the selected virtual machine.

Figure: 5.6.7 Edit Settings of Client VM

Here we use the virtual client machine with generation 1. That is why we use Legacy
Network Adapter for network based installation process successfully finished. If we use
virtual client machine with generation 2, we do not need using Legacy Network Adapter for
completion.
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CHAPTER 6

BOOTING CLIENT VMs FROM WDS

6.1 Result:

1 — After connecting the server, will see that the client server will get IP 192.168.0.116 from
DHCP server which IP is 192.168.0.114 and downloaded WDSNBP from 1SO-DC1.kazi.com

- L R T R L T e L R ] Ay

File Action Media Clipboard View Help

D@0 nmmp f o a:

yper-V

PXE Network Boot 09.14.2011

C) Copyright 2011 Microsoft Corporation, All Rights Reserved.

LIENT MAC ADDR: 00 15 5D 00 6B _12__GUID: 29AND4758-561F-4EE3-B388-8E2A4BBD3FD2
LIENT IP:1192.168.0.116 | MASK: 1255.255.255.0] DHCP IP: /192.168.0.114

ATEWAY IP: 192.168.0.114

Down loaded! WDSNBP| fromi 192.168.0.114 IS0-DC1.kazi.com

ress| F12 [for network service boot
rchitecture: x64

he details below show the information relating to the PXE boot request for
his computer. Please provide these details to your Windows Deployment Services
idministrator so that this request can be approved.

ending Request ID: 1

essage from Administrator:

ontacting Server: 192.168.0.114._

Coobenm! Dionises i

Figure: 6.1.1 Hyper-V

2 — An Administrator will be forced to key F12 key for network service boot, While
Administrator will press F12, the system will be contacting with the WDS server. After
successfully contacting with the WDS server, the system then load the Windows Pre-
Installation Environment that results in a successful network boot installation process starts.

3 — Now an Administrator has to go to the WDS console and make approval for the pending
device. So, go to WDS console and select Pending device tab select the device and right click
on it then approve it if the device is unknown computers.
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Pending Devices 1Pending Device(s)

4 3 Servers

Se Reguest D Device D Architecture 5 act Modified B ast Modification Tim
4 [y 150-DC1kazi.com L3l (29AD475.,_xbd_ Annro.. KAZNAdministeat... 7/24/2018 6:10 PM
4[] Install Images

b £ ImageGroupl

Name and Approve

= Reject
I La} Multicast Transmissions
b [ Drivers

b [m Active Directory Prestaged Devices

Help

Figure: 6.1.2 Administrator has to go to the WDS

4 — As soon as an administrator has approved the unknown machine, the unknown machine
started to load the operating system from the WDS and showing it like in the following

rl? 1SO-SVR2 on KAZI-HASAN - Virtual Machine Connection - a X

File Action Media Clipboard View Help
(=5 D@0 nw(fod &

% Windows Setup

I Windows Deployment Services I

[CEE English (United States) B

Keyboard or input method: [us

© 2013 Microsoft Corporation. All fights reserved.

Figure: 6.1.3 ISO-SVR2 server
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CHAPTER 7

CONCLUSION
This all about centralized deployment that helps the IT professionals reducing their time and
easily manage all devices centrally.

Administrators can easily setup windows more if they use automated with answer file using
Windows SIM. We can begin to implement an operating system and provide a feedback file.

There some limitations of deploying WDS.:
1 — The WDS team has published performance metrics for up to 300 concurrent clients.

2 — The real problem is that the boot image (which doesn't multicast), may timeout, or take
very long time to load...

3 — A zero fault tolerance network connection needs to establish.
4 — No server will be offline.

Easy to configure, it ensures great control over system administrators when properly
configuring it. Each topic covered in this proposal is important for any server
compilation design.

That is all about WDS...
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APPENDIX

In the internship consists of learning and understanding of actual activities in the
implementation of the theory of words, applications and research. It is a workplace for
students of the university and understanding the actual working environment before coming
to the labor market. To deal with professional life in the future, I will work as a great asset for
myself, and the education of real people can be used.

Learning in Internship

While practicing | have learned all the things that | have

raised “Bangladesh IT Institute”

Discipline
In my whole practice, | learned a label that is very important. | learned to discipline myself in

the business environment. How to Follow and Keep Working Hours and Offices Learned
from My Job. It is very important that | am dealing with discipline.

Team Work

Teamwork is a very important thing for all kinds of hard work. Any service or service can be
safely provided and all groups can work together. Also understand how everyone is knowing
at a particular time.

How to co-operate with their members in a good working environment.

Responsibilities
All types of work have a duties and responsibilities and must be met by its moral
responsibilities and obligations. Conduct and monitor with a specific situation. The members

of the previous group understood this and relied on me to fill the post responsibilities. |
learned a lot from my senior.
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