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ABSTRACT 

 
Automatic font recognition or similar font suggestions from an image or picture are 

the core design works for many designers. This paper proposes a framework based on 

Convolutional Neural Network (CNNs) to the widely neglected problem of bangla 

font recognition by the vision community. First of all, we build up the available large-

scale dataset consisting of both labeled synthetic data by Adobe and partly labeled 

real-world data. Next to CNN is trained to classify images into predefined font 

classes. Global average pooling layer is proposed instead of fully connected layers 

over feature maps in the classification layer to correspondence between feature maps 

and output. Thus the feature maps can be easily interpreted as font categories 

confidence maps. We show that our method achieves state-of-the-art performance on 

a challenging dataset of 10 selected bangla computer fonts with 96% line level 

accuracy. Large-scale experiments show that our approach is exceptionally viable on 

our synthetic test images and achieves promising results on real world test images. 
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CHAPTER 1 

 
INTRODUCTION 

 
 

1.1 Introduction  

Identification of Bangla font types continues to flourish in many sectors such as 

wedding invitations, event invitations, and birthday cards, logo design, cut stone 

inscriptions, memorial documents, testimonials, and maps and in other written works. 

Font identification from image can significantly enhance the efficiency of numerous 

individuals' work. Most importantly, it helps individuals to recognize what their most 

loved text style. On the other hand, bangla is the mother tongue by Bangladeshi 

people and uses partly different countries in the world and it also recognized as 7th 

widely spoken language of the world [1]. Therefore identifying and classifying 

Bangla font from images is becoming more essential. 

Bangla font classification has a wide range of applications. The terms “typography” 

and “font” are pretty much same. Typography is the visual component of the writ-

ten word. It holds an essential part in graphic design. Designers should have 

envisioned how the utilization of textual styles and styling will influence the people 

[2]. If any designer sees any different kind of font styles anywhere, they would click 

the picture of it for knowing what kind of font is it which they can use anywhere later. 

As an example of restaurant, the menu card is made of different font styles which 

make the menu card attractive for the customers. In advertisements, font identification 

is greatly needed so that it can easily grab the attention of readers. Newspaper 

provides the information of the news of the whole world. For heading on the 

newspaper, different types of fonts are used. Calligraphy is the art of creating 

decorative handwriting and lettering with a pen or brush. Calligraphers also need to 

know about different font types so that they can create beautiful and attractive texts.  

According to the necessity of Bengali font recognition, the point of this analysis is to 

assess the execution of deep learning strategies effectively ordering Bengali text 

styles dependent on visual textual style datasets. The Deep convolutional neural 

system (DCNN) thought utilized crude data worried on preparing tests. These days, 

profound learning models are utilized to work out various types of challenges in 

picture grouping assignments over customary machine learning approach. 
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A deep convolutional neural network (DCNN) model is suggested in view of our 

examination to anticipate correctly classify the 10 different Bengali fonts such as 

sutonyMJ, Adorsholipi, Shonartori, etc. To best our knowledge, this is the first 

research conducted on visual bangla font recognition utilizing Deep Learning 

approaches. At last, to assess the execution of models, we utilized an extensive 

arrangement of standard execution measurements for the most part utilized in the 

structure of order issues.  

  

1.2 Objectives 
 
The fundamental goal of this examination is to evaluate the execution of deep 

learning procedures correctly classifying Bengali fonts based on visual font datasets 

according to the necessity of Bengali font recognition. 

The goals of our research are:  

 Automatically classify different Bengali fonts by using DCNN model. 

  The Proposed Algorithm crops the characters from the taken image and then 

matches the cropped character with the pre-trained by deep convolution neural 

network. 

 Global average pooling layer is proposed inside the network instead of fully 

connected layers over feature maps in the classification layer to 

correspondence between feature maps and output.  

 Deep learning models are used to work out different kinds of difficulties in 

image classification. 

 To avoid huge number of computations, we used RGB to Gray color 

conversion method applied in images for further processing.  

 The DCNN network follows 2 Convolutional layers with global average 

pooling layer. Feature is extracted by the convolution layers through the 

convolution operation on the input image. 

 ReLU is used for no-linearity which is several times faster than their 

equivalents with tanh units. 

 Max pooling layers controls over fitting by minimizing the structual amount of 

the input features.  

 Global average pooling (GAP) layers minimizes over fitting and lessens the 

complete number of parameters. 
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 The supervised machine learning technique, deep convolution neural network 

(DCNN) was employed to classify the visual bangla fonts. 

 

1.3 Motivation 
 
Bangle is the mother tongue by Bangladeshi people and uses partly different countries 

in the world and it also recognized as 7th widely spoken language of the world. A 

huge amount of peoples are speaking in bangle but there is a widely neglected 

problem to identifying bangle font for various purposes like wedding invitations, 

event invitations, birthday cards, logo design, cut stone inscriptions, memorial 

documents, testimonials, maps and in other written works. Graphics designers, 

Calligraphers, Advertisements maker, bangle newspaper Writers, Banner makers are 

facing difficulties in their work place because of proper knowledge about font 

Recognition. If any designer sees any different kind of font styles anywhere, they 

would click the picture of it for knowing what kind of font is it which they can use 

anywhere later. Therefore identifying and classifying Bangla font from images is 

becoming more essential for this kind of work place. So our system /proposed method 

will help them to recognize their most loved text style and font. 

 

1.4 Expected Outcome 
 
In this research we proposed visual Font classification model by using DCNN model 

which can automatically classify different Bengali fonts. The proposed algorithm 

crops the characters from the taken image and then matches the cropped character. 

The model achieves 96% line level accuracy for different styles. DCNN model has 

improved the precision level from the earliest starting point to the more elevated 

amount with the increasing of epoch’s and finally has reached at the accuracy 96% 

after fifteen epochs. The performance of deep convolutional neural network (DCNN) 

was evaluated for the classification of bangla fonts. The DCNN model was trained by 

800 (80%) and tested by 200 (20 %) of the total samples images of dataset for the 

classification task. Substantial scale tests demonstrate that our methodology is 

especially reasonable on our manufactured test pictures and accomplishes promising 

outcomes on certifiable test pictures. We have got 96% accuracy in 10 selected bangla 

computer fonts.  
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1.5 Report Layout  
 
First chapter contains the introduction, Objectives, Motivation, Expected outcome and 

Report layout of our thesis. Then second chapter contains Introduction, Related 

works, Comparative studies and Scope of the problems. Our third chapter contains 

Materials and methods, Image processing, cropping characters from text and training 

the network using deep learning. Fourth chapter describes our classification 

performance assessment and results. Our fifth chapter contains conclusion and future 

scope. This report contains all about our research work. 
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CHAPTER 2 

 
LITERATURE REVIEW 

 
 
 2.1 Introduction 
 
Text style identification from an image is a difficult issue in many sectors such as 

wedding invitations, event invitations, and birthday cards, logo design, cut stone 

inscriptions, memorial documents, testimonials, and maps and in other written works. 

Programmed textual style acknowledgment can extraordinarily improve the 

productivity of numerous individual’s work. So we emphasize on identifying and 

classifying Bangla font from images by CNN. We have done the comparative studies 

of different works that were done in many languages but this is the first work on 

Bangla language. We have to face many challenges for this work. The machine was 

needed to be learnt about the font previously, then by taking real world images and 

cropping characters from those text images; our system could identify the font. 

  

2.2. Related Works  
 
   A simple framework based on CNN is presented in [3] on Arabic letters. The author 

has used CNNs for classifying font or vast document images into script. In this 

structure, they have prepared a CNN to characterize little picture patches into textual 

style classes. Utilizing CNNs, they classified extensive pictures into content or text 

style classes. They compared two CNN architectures of AlexNet composed of 5 

convolution layers followed by 3 fully connected layers [4]. The other architecture is 

the state-of-the-art ResNet-50 [5], which was used to win the 2015 ImageNet Large 

Scale Visual Recognition Challenge (ILSVRC). They achieved 98.8% text line 

accuracy on the King Fahd University Arabic Font Database (KAFD) for 40 type 

faces in 4 styles and 10 different sizes. 

   An epic technique dependent on deep learning for perceiving the textual styles of 

writings in common pictures of Chinese language is proposed in [6]. From a lot of 

common pictures containing writings in different font and styles, and by synthesizing 

those texts, they are utilized to prepare the deep neural system for text style 

acknowledgment. They have modified two famous CNN models AlexNet and 

VGG16.  
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   The DeepFont system by studying the Visual Font Recognition (VFR) problem is 

developed in [7] based on English font. They developed large-scale VFR dataset, 

named AdobeVFR, which consists of both labeled synthetic data and partially labeled 

real-world data. The introduction of SCAE-based domain adaption helped their 

trained model to achieve a higher than 80% top-5 accuracy. 

   K-Nearest Neighbor (kNN) classification model is used as a baseline in [8] for 

Chinese language and VLFeat library for feature extraction. In training part they used 

SIFT descriptors for extract and labeling the character. They kept each neuron active 

with probability using dropout which has been shown to be an effective anti-

overfitting technique so that features can be automatically selected by the network. 

They focused on both large-scale and small-scale features and tried to make different 

number of Convolutional layers within each block. 

   The English word level font transfer problem is tried to be solved in [9] by 

developing convolution Recurrent Generative model. They mainly focused on font to 

font translation of document images of printed words using cGAN (Conditional 

Generative adversarial networks which is more appropriate .They develop a novel 

Convolutional Recurrent Generative Adversarial Network Architecture for Image to 

Image translation problem .They showed the potential of their structure in word level 

Font-to-Font translation problem and used base line methods for font-to-font 

translation task. They applied batch normalization after each layer in the Encoder and 

the Decoder network and used leaky ReLU instead of normal ReLU in the network 

architectures. The main success of their work is to indicate the ability in the font 

translation task. 

   Support vector machines (SVM) is used to identify various fonts of English 

Language in [10]. They used Gabor filters to extract the featured vectors and the 

proposed SVM is prepared utilizing these highlights. They used six frequently used 

English fonts such as Times New Roman, Arial, Comic Sans MS, Courier New, 

Algerian, and Tahoma were combined with four styles regular, bold, italic and bold 

italic were considered for developing the model. The value of parameters Gamma and 

C in the SVM formulation are also changed to achieve the best results. They used 

Radial Basis function Kernel for feature mapping. And the SVM classifier shows an 

average accuracy of 93.54%. 

   From a given set of familiar fonts, typeface, weight, slope and size of the text taken 

from English language is identified in [11]. They called the system ApOFIS (A priori 
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Optical Font Identification System) and extracted the typo-graphical features from 

text images by using multivariate Bayesian classifier. They performed the 

classification among 280 font models. Eight global features have been used by this 

prototype which is extracted from horizontal and vertical profiles of text lines. And 

their classifier performed a very good result that is the recognition rate was almost 

97%.  

   A method is exhibited for distinguishing proof and acknowledgment of manually 

written and typewritten content from archive pictures utilizing hidden Markov models 

(HMMs) in [12]. It is demonstrated that the logical limitations from the HMM 

significantly improve the recognizable proof execution over the regular Gaussian 

mixture model (GMM)-based technique. This sort subordinate way to deal with 

process the casing test rate and casing width shows noteworthy enhancement in OCR 

precision over type-independent approaches.  

   A manually written and printed acknowledgment framework utilizing 

morphological tasks was proposed in [13]. A lot of conspicuous auxiliary highlights 

are extracted to decisively recognize one character from the other. The arrangement 

procedure settles on utilization of a decision tree classifier where at every hub the 

decision principles are characterized by some morphological tasks. It achieves 95% 

accuracy for manually written text and for printed text, the accuracy is 99%.  

   Multi font and multisize Arabic acknowledgment framework was represented in 

[14] which depends on Hidden Markov Model Toolkit (HTK) and Bernoulli 

HMMs(BHMMs), that is, HMMs in which regular Gaussian blend thickness 

capacities are supplanted with Bernoulli mixture probability functions. An accuracy 

of 98.3% is obtained.   

   Another skeletonization calculation utilizing changed Block Adjacency Graph 

(BAG) structure to perceive characters is suggested in [15]. Computational execution 

on three prevalent text styles and sizes of an Indian content, Telugu, is tried and it is 

demonstrated that the strategy in fact amplifies the difference between various 

characters and similitude between same characters in various textual styles. The test 

results affirm the acknowledgment accuracy as of 97.7% for vowels and 98.92% for 

numerals. 

   Multilingual programmed recognizable proof of Arabic and Latin in both manually 

written and stamped content was suggested in [16]. This method depends on 

worldwide surface investigation, by separating fractal multi dimensions highlights. 
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The proposed framework has been tried for 1000 models with different three text style 

types and sizes. The exactness segregation rate is about 96.64% by utilizing KNN and 

98.72% by utilizing RBF. 

  

2.3 Comparative Studies  
 

Author’s 
name 

Working 
Principle 

Used ML 
Algorithm 

Language Classificati
on 

Accuracy 

Year 

Tensmeyer. 
C et al 

Classifying font 
or vast document 
images into script 

Deep Convolution 
Neural Network 

Arabic 
letters 

98.8% 2017 

Wang. C et 
al 

Developed 
DeepFont system 
by studying the 

Visual Font 
Recognition 

(VFR) problem 

Convolution 
Neural Network 

based on a 
Stacked 

Convolutional 
Auto-Encoder 

(SCAE) 

English 
font 

80% 2015 

Ramanthan. 
R et al 

Identification of 
various fonts of 

English Language 
by using Gabor 

filters 

Support vector 
machines (SVM) 

English 
Language 

93.54% 2009 

Zramdini. A  
et al 

Identification of 
familiar fonts, 

typeface, weight, 
slope and size of 

the text taken 
from English 

language 

multivariate 
Bayesian classifier 

English 
Language 

97% 1998 

Wang. Y et 
al 

recognizing the 
font styles of 

texts in natural 
images 

CNN models 
AlexNet and 

VGG16 

Chinese 
language 

N/A 2018 

Huaigu. C et 
al 

Identification of 
written and 
typewritten 

content from 
archive pictures 

Hidden Markov 
models (HMMs) 

English 
language 

N/A 2011 
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Sukhija. S et 
al 

A manually 
written and 

printed 
framework 

utilizing 
morphological 

tasks 

decision tree 
classifier 

English 
language 

95% 2013 

Slimane. F Multi font and 
multisize Arabic 
acknowledgment 

framework 

Hidden Markov 
Model Toolkit 

(HTK) and 
Bernoulli 

HMMs(BHMMs) 

Arabic 
language 

98.3% 2011 

Lakshmi. C Finding 
difference 

between various 
characters and 

similitude 
between same 
characters in 

various textual 
styles 

Block 
AdjacencyGraph 

(BAG) 

Indian, 
telugu 

language 

97.7% 2009 

Ben  
Moussa. S 

Multilingual 
programmed 
recognizable 
proof in both 

manually written 
and printed 

content 

KNN Arabic and 
Latin 

Language 

96.64% 2008 

 

 
 

2.4 Scope of the Problems  
 

 Noise removal:  

When a picture is clicked, it gets attached to many unavoidable things which distort 

the image. All this needs to be removed from the image. And this is removed by using 

morphological image operation techniques.  

 Blurring:  

Here, we lessen the edge substance and makes the change structure from one color to 

the other.  

 Reducing Overfitting:  

Convolution layers remove low-level features. Top of the features of the framework, 

pooling layer is considered as larger amount highlights features in the preparation 

information that is to progressively lessen the spatial size of the portrayal to decrease 
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the measure of parameters and calculation in the system, and henceforth to likewise 

control overftting. 

 Cropping Characters from Text:  

The function of content extraction from scene pictures can be partitioned into three 

stages : text detection to extract text regions from camera-caught scene pictures, 

content division to binarize content body inside content locales, and content 

acknowledgment to uncover the content data. Regionprops is a very essential function 

in Matlab for measuring a variety of image quantities and features in binary image. In 

particular, it can automatically recognize the properties of each contiguous white 

region which is 8-connected given a black and white image. 

 Font Characters training:   

First the characters were needed to be trained by DCNN. After that, they were 

matched with the given fonts.  

 Max pooling layer:  

Max pooling layers controls overfitting by minimizing the structural size of the input 

features. It uses MAX operation for reducing size spatially. 

 Gap layer:  

Global average pooling (GAP) layers minimizes overfitting and lessens the complete 

number of parameters in the model which is similar to max pooling layers. This layer 

reduces the spatial dimensions.  
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CHAPTER 3 
 

PROPOSED METHODOLOGY 
 
3.1 Materials and Methods 
 
The idea of deep convolution neural system (DCNN) utilized for classifying the 

textual styles from the features Figure 3.1 Single vector(X) is utilized in our framework 

and the information layer of the DCNN is considered and pursued by convolution 

layers. Each neuron acquires some contribution to perform a dot multiplication in 

convolution layer. Convolution layers in a system are noted as a vigorous example 

marker of local features. Thus the input vector (X) is fed into the image preprocessing 

block for removing noises from image. 

   In the Figure 3.1 shows that one of the dimensional pooling layers trails the 

preprocessed images of two convolution layers. Convolution layers remove low- level 

features. Top of the features of the framework, pooling layer is considered as larger 

amount highlights features in the preparation information that is to progressively 

lessen the spatial size of the portrayal to decrease the measure of parameters and 

calculation in the system, and henceforth to likewise control overfitting.  

 

 

 

 

 

 

 

 

 

Figure 3.1: Proposed architecture of Feature Extraction and Classification of Bengali 
Font using DCNN 

 

 

 

 3.2 Image processing 

To avoid huge number of computations, we used RGB to Gray color conversion 

method applied in images for further processing. In preprocessing, we used the 
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binarization method of the gray

Then Gray scale image is converted into binary image. The conversion of gray scale 

image �����(�, �)to binary image 

���� = �	�,��	�����(�,�)�� ��� ���	

�,��	�����(�,�)�� ��� ���

The threshold is calculated by using the information of 

[17]. 

Noise: Image distortion is most pleasance problems in image processing. When 

clicking any image, sometimes unavoidable things get attached to it. We have 

removed the noise using morphological image operation techniques from image 

during preprocessing.  

Blur: We have used Gaussian blur to reduce image noise and reduce detail. 

 

3.3 Cropping Characters from Text

 This binary image comes from the preprocessed block 

that are divided into different regions. Pixels that fit in to an object are declared as 

true (1) while those pixels that are the background are false (0). In matlab, bwlabel 

function provides the membership of each pixel where 

every regions or objects in an image. This membership function helps to understand 

the background and foreground image region of an entire image. Fig

the procedure of how the sub

is used for explanation).  

 

 

 

 

Figure
 

 

Regionprops is a very essential function in Matlab for measuring a variety of image 

quantities and features in binary image. In 

the properties of each contiguous white region which is 8

white image. The properties cen

middle of the object is located. 
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gray scale image which helps in segmentation of 

Then Gray scale image is converted into binary image. The conversion of gray scale 

to binary image ����(�, �) is conceded out using equation (1). 

	

���
�                                                                      (1)

The threshold is calculated by using the information of histogram of grayscale image 

Image distortion is most pleasance problems in image processing. When 

clicking any image, sometimes unavoidable things get attached to it. We have 

noise using morphological image operation techniques from image 

: We have used Gaussian blur to reduce image noise and reduce detail.  

Cropping Characters from Text 

This binary image comes from the preprocessed block contains a group of objects 

that are divided into different regions. Pixels that fit in to an object are declared as 

true (1) while those pixels that are the background are false (0). In matlab, bwlabel 

function provides the membership of each pixel where it will return an integer map of 

every regions or objects in an image. This membership function helps to understand 

the background and foreground image region of an entire image. Figure 3.2 

the procedure of how the sub-image formed from the entire image (Adorsholipi fonts 

Figure 3.2: Cropped Characters from Text 

egionprops is a very essential function in Matlab for measuring a variety of image 

quantities and features in binary image. In particular, it can automatically recognize 

the properties of each contiguous white region which is 8-connected given a black and 

white image. The properties centroid is used to find out center of mass means the 

middle of the object is located.  

  

  12 

 text lines. 

Then Gray scale image is converted into binary image. The conversion of gray scale 

is conceded out using equation (1).  

(1) 

histogram of grayscale image 

Image distortion is most pleasance problems in image processing. When 

clicking any image, sometimes unavoidable things get attached to it. We have 

noise using morphological image operation techniques from image 

 

contains a group of objects 

that are divided into different regions. Pixels that fit in to an object are declared as 

true (1) while those pixels that are the background are false (0). In matlab, bwlabel 

it will return an integer map of 

every regions or objects in an image. This membership function helps to understand 

 explained 

e image (Adorsholipi fonts 

egionprops is a very essential function in Matlab for measuring a variety of image 

particular, it can automatically recognize 

connected given a black and 

of mass means the 
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3.4 Training the network using Deep Learning 

The DCNN network follows 2 Convolutional layers with global average pooling 

layer. Feature is extracted by the convolution layers through the convolution operation 

on the input image (Figure 3.3) size of 32 X 32 of every character in individual fonts 

(as for Example, AdorshoLipi font). Let us consider at mth plane of the  xth layer,the 

activation of a node at co-ordinate (n,q) be denoted by Z�(�,�,�) . At plane m of layer 

x,we denoted the set of input planes as ��
�	. The weight of the connection from  

�(�,�����,�����)
���  to Z�(�,�,�) is denoted by v(�,�,�,�)

� where 0≤ �, � ≤ �� 1	, here Dx 

connects layers x-1 and x. 

 

			Z�(�,�,�) = ��∑ ∑ (V(�,�,�,�)
�

���,������ 	× Z(�,�����,�����)
���

�∈��
� +  �		

� �															(2)	                    

 

The output can be calculated by the above equation where f is an activation function 

and  �		
� is a bias. 
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Figure 3.3: Font Characters training by Convolution Neural Network
 

 

By equation(2), we can convolute multiple input feature maps in this manner 

empowering the convolution layers to extricate more elevated amount features from 

different lower-level features. Here no features are missed if the position is shifted 

also. We can derive the size of the output feature map by the following equation. 

 

                                                	���� � = (���� ��� �
��� �� = ( ��� ����

 

Loss = 

Dropout 

Input (size = 32 X 32

 Conv.Blocks 

MaxPool 
 

Relu 

 

Ex. 
AdorshoL
ipi Font 

Fully Connected Layers (4 X 4 
512) 

Flattern Layer with 
4096 elements 
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Characters training by Convolution Neural Network
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The standard way to model a neuron’s output f as a function of its input p is with  

 

    f(p) = tanh (p) or  f(x) = (1+ e-p)-1                                                                            (4) 

In terms of training time with gradient descent, we refer to neurons with this non-

linearity by following a batch normalization followed by a ReLU for non-linearity 

which is several times faster than their equivalents with tanh units. Batch 

normalization applies this equation to the input.  

Max pooling layers controls over fitting by reducing the spatial size of the input 

features. It uses MAX operation for reducing size spatially. A node at (n,q) is 

connected to the input nodes in an M*M window whose upper left corner is at (nT,qT).    

Eq(3) indicates that maximum value is selected by each node among the input nodes 

and Eq(3) does not need any weight. 

 

						Z�(�,�,�) = � � ���
���,����

Z(�,�����,�����)
��� �																																																																		(5) 

Global average pooling (GAP) layers minimizes over fitting and diminishes the total 

numeral of specification in the model which is similar to max pooling layers. This 

layer reduces the spatial dimensions. GAP layer was used in PatternNet in [18] to 

discard the location information which leaded to a quicker and more powerful 

example mining calculation as the component after global pooling is more reduced 

and can successfully abridge input patches from any area. 

A few Convolutional and pooling layers are typically stacked over one another to 

separate more extract more abstract representations in traveling through the network. 

The fully connected layers that take after these layers perform the function of high-

level reasoning. We can compute the output of each node by Eq (4) where we omit 

the 2D coordinate(n,q). 

							��
�	 = ��∑� v(�,�)

� z�
��� + θ�

� �							                                                                    (6) 

The final layer of sigmoid function in the softmax operation works around by 

implementing a soft arg max: 

							f�(Z) =
��		�

∑ ��	� �
                                                                                                         (7)                                                                                        

To understand this better, we have trained a network to recognize and classify bangla 

font from images 
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CHAPTER 4 
 
 

RESULTS & DISCUSSION 
 
 

4.1 Classification Performance Assessment 

 
The supervised machine learning technique, deep convolution neural network 

(DCNN) was employed to classify the visual Bengali fonts. The performance of the 

classification model is assessed by the nine evaluation metrics. Here, 

 True Positive (TP): Correctly identified the font. 

 False Positive (FP): Erroneously identified the font.  

 True Negative (TN): Correctly discarded the font. 

 False Negative (FN): Erroneously discarded the font. 

The evaluation metrics are defined as below: 

 Classification Accuracy = (TP + TN) / (TP + FN + FP + TN) 

 Error Rate = (FP + FN) / (TP + FN + FP + TN) 

 Sensitivity = TP / (TP + FN) 

 Specificity = TN / (TN + FP) 

 False Positive Rate = FP / (FP +TN) 

 False Negative Rate = FN / (FN + TP) 

 Precision or Positive Predictive Value = TP / (TP + FP) 

 Negative Predictive Value = TN / (TN + FN) 

 F1-Score=(2 ×(Sensitivity × Precision )) / (Sensitivity × Precision) 

 

4.2 Results  

The performance of deep convolutional neural network (DCNN) was evaluated for 

the classification of bangla fonts. The DCNN model was trained by 800 (80%) and 

tested by 200 (20%) of the total samples images of dataset for the classification task. 

The confusion matrix of DCNN is tabulated in Table 1. 

   From the Table 1, the diagonal values of the particular font class is considered as 

true positive (TP). False negative (FN) is the sum of the total values in the 

corresponding row excluding the TPs and false positive (FP) is the sum of the total 

values in the corresponding column without the TPs. True negative (TN) is the sum of 
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the total values of all the rows and columns excluding the row and column of specific 

fonts class respectively. 

   Table 2 shows the classification result that is calculated from the confusion matrix 

of DCNN. The indication from the classification results that Adorsho Lipi and Siyam 

Rupali fonts are forecasted the highest number of true positive (TP) and Adorsho Lipi 

also forecasted the highest number of true negatives. The highest number of false 

positive (FP) and false negative (FN) are predicted by Mitra Mono and Sonar Bangla 

fonts using DCNN. 

   From the Table 2, the total number of TP, FN, FP and TN are 818,182, 182, 8818 

respectively therefore the classification accuracy of DCCN is calculated by the 

macro-average method is 96.4%.  

 

Table 4.1. The confusion matrix of deep convolutional neural network (DCNN). 
 

 
Adorsho 
Lipi 

Amar 
Bangla 

Apona 
Lohit 

Charu 
Chandan 

Ekushe
y 
Godhu
li 

Ekush
ey 
Sumit 

Mitra 
Mono 

Rajon 
Shoily 

Siyam 
Rupali 

Sonar 
Bangl
a 

Adorsho 
Lipi 

90 1 1 1 1 1 2 0 1 2 

Amar 
Bangla 

1 87 0 1 3 2 4 0 1 1 

Apona 
Lohit 

1 2 76 2 2 3 2 4 3 5 

Charu 
Chandan 

0 4 3 71 4 3 6 2 5 2 

Ekushey 
Godhuli 

0 2 3 2 86 0 2 0 2 3 

Ekushey 
Sumit 

2 4 1 3 2 79 2 4 2 1 

Mitra 
Mono 

1 4 0 3 6 2 77 2 5 0 

Rajon 
Shoily 

2 0 5 0 1 0 0 87 3 2 

Siyam 
Rupali 

0 2 3 1 1 1 2 0 90 0 

Sonar 
Bangla 

2 0 4 3 2 5 3 4 2 75 
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Table 4.2.The classification results using deep convolutional neural network 
(DCNN). 
 

 
True Positive (TP) 

False Negative 
(FN) 

False Positive (FP) 
True Negative 

(TN) 

Adorsho Lipi 90 10 9 891 

Amar Bangla 87 13 19 881 

Apona Lohit 76 24 20 880 

Charu Chandan 71 29 16 884 

Ekushey 
Godhuli 

86 14 22 878 

Ekushey Sumit 79 21 17 883 

Mitra Mono 77 23 23 877 

Rajon Shoily 87 13 16 884 

Siyam Rupali 90 10 24 876 

Sonar Bangla 75 25 16 884 

      Total 818 182 182 8818 

 

 

Table 4.3. The classification performance of deep convolutional neural network 
(DCNN).  
 

 
CA ER Sens. FNR Spec. FPR PPV NPV F1 

Adorsho Lipi .98 .02 .90 .10 .99 .01 .91 .99 .91 

Amar Bangla .97 .03 .87 .13 .98 .02 .82 .99 .84 

Apona Lohit .96 .04 .76 .24 .98 .02 .79 .97 .77 

Charu Chandan .96 .04 .71 .29 .98 .02 .82 .97 .76 

Ekushey Godhuli .96 .04 .86 .14 .97 .03 .80 .98 .83 

Ekushey Sumit .96 .04 .79 .21 .98 .02 .82 .98 .80 

Mitra Mono .95 .05 .77 .23 .97 .03 .77 .97 .77 

Rajon Shoily .97 .03 .87 .13 .98 .02 .84 .99 .85 

Siyam Rupali .97 .03 .90 .10 .97 .03 .79 .99 .84 

Sonar Bangla .96 .04 .75 .25 .98 .02 .82 .97 .78 
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Classification accuracy (CA), error rate (Error Rate), sensitivity (Sens.), false negative 

rate (FNR), false positive rate (FPR), positive preditive value (PPV), negative 

preditive value (NPV), f1-score (F1)Table 3 specifies the detailed classification 

performance of DCCN model for the recognition of 10 bangla fonts is measured by 

the 9 evaluation metrics according to micro-average method and classification 

performance is plotted in Figure 4.1.  

  

 Adorsho Lipi is achieved the highest classification accuracy of 98% while second 

highest accuracy of 97% are achieved by the Amar Bangla, Rajon Shoily and Siyam  

                 

 

 

 

                     Figure 4.1. The classification performance assessment using of DCNN 
 

Rupali fonts. According to the classification accuracy, Adorsho Lipi is accomplished 

the highest level of sensitivity, specificity, positive predictive value, negative 

predictive value and f1-score of 90%, 99%, 91%, 99% and 91% correspondingly. The 

lowest level of error rate 2%, false negative rate 10% and false positive rate 1% is 

also performed by the Adorsho Lipi font using the implementation of DCNN model. 

   From the graph in Figure 4.2, it shows that the requirement of the minimum number 

of iterations needed for achieving the best classification accuracy to recognize the 

fonts. DCNN model has improved the level of correction from the very beginning to 

the higher level with the increasing of epochs and finally has reached at the accuracy 

96% after fifteen epochs. Figure 4.3 displays that the DCNN model has decreased the 
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loss level from the higher to the lowest level with the increasing number of the 

epochs. 

                                                                                

 

Figure 4.2. Training Accuracy vs Validation Accuracy of DCNN 

 

 

Figure 4.3. Training Loss vs Validation Loss of DCNN 
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CHAPTER 5 

CONCLUSION & FUTURE SCOPE 

 

5.1 Conclusion  

In this paper, we propose the visual Font classification model by using DCNN model 

which can automatically classify different Bengali fonts. The proposed algorithm 

crops the characters from the taken image and then matches the cropped character 

with the pre-trained network which is trained by the deep convolution neural network. 

Global average pooling layer is proposed inside the network instead of fully 

connected layers over feature maps in the classification layer to correspondence 

between feature maps and output. The model achieves 96% line level accuracy for 

different styles.  

 

5.2 Future Scope  

The future of image processing will include checking the sky for other smart life out 

in space. Additionally new keen, computerized species made totally by researchers in 

different countries of the world will incorporate advances in picture handling 

applications. Because of advances in picture handling and related innovations there 

will be a huge number of robots on the planet in a couple of decade’s time, changing 

the manner in which the world is overseen. Advances in picture preparing and 

counterfeit intelligence will include spoken directions, foreseeing the data necessities 

of governments, interpreting dialects, perceiving and following individuals and things, 

diagnosing ailments, performing medical procedure, reconstructing abandons in 

human DNA, and programmed driving all types of transport. With expanding force 

and refinement of current registering, the idea of calculation can go past as far as 

possible and in future, picture handling innovation will progress and the visual 

arrangement of man can be repeated. Our future work depends on text style 

comparability. A convolutional neural system (CNN) is prepared for text style 

acknowledgment and textual style comparability learning. In a preparation stage, 

content pictures with textual style names are incorporated by acquainting fluctuations 

with limit the hole between the preparation pictures and genuine content pictures. It 

may also be used in text style recommendation, text style perusing, or textual style 

acknowledgment applications. 
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