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ABSTRACT 

 

Employee attrition is a significant problem for any organization. In true sense, the cost of 

replacing a well-trained or an employee with good performance can be really big, sometimes 

even more than what makes sense about money. Along with the time spent for candidate 

interview, selection, notice period, joining bonus etc. the loss of production hours for a 

significant amount of time while the new employee gets used to the system and generates output 

combines in a vital amount of loss for the organization. Employee turnover happening on a 

regular basis causes the organization to decrease in its collective knowledge base and experience 

gathered over time. Also, possibilities of errors and issues increases at a great rate with new 

workers until they gather enough knowledge on the system. 

 

Being able to understand what factors contribute most for an employee leaving can help the 

management to plan according actions to improve employee retention possibility as well as to 

plan a new hire in advance. Our research is aimed to discover that can data science help find out 

which attributes from the dataset contribute more in an employee leaving his/her organization. 

Also, we will try to build a prediction model which will predict whether an employee will be 

leaving the organization so that the management can take appropriate steps to reduce employee 

turnover. In this research we selected some of the most widely used feature selection techniques, 

and applied them on a selected dataset.  Then we applied a clustering algorithm on the dataset to 

identify how the selected features affect employee attrition. Finally, we have built a prediction 

model for employee attrition and measured its performance. We have discussed the results to 

know how the present research expands on previous works done on this topic and based on our 

limitations – recommendations on how future work can move forward.  
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1.1 Background  

Employee attrition is a significant problem for any organization. In true sense, the cost of 

replacing a well-trained or an employee with good performance can be really big, sometimes 

even more than what makes sense about money. Along with the time spent for candidate 

interview, selection, notice period, joining bonus etc. the loss of production hours for a 

significant amount of time while the new employee gets used to the system and generates output 

combines in a vital amount of loss for the organization. What if management of the organization 

could scientifically anticipate which employees are leaving and the reason behind their turnover?  

To understand why employee leaves any organization with the help of data science, first we need 

to focus on which factors contribute most in the employee’s decision. Feature selection as well as 

data cleaning must be the considered as the first and most important step of any model designing. 

Feature selection is the method of selecting the features that contribute most to the prediction 

variable or output in which the model is concerned with. Inclusion of irrelevant features in the 

data can highly decrease the accuracy of the model. It is a general conception that employee 

attrition is generally affected by attributes like pay, tenure, age, job satisfaction, working 

conditions, growth potential etc.  

 

Correlation between the factors can also play a significant role in analyzing how the factors 

behave with each other inside the model. Correlation is a statistical measure that provides the 

information how one variable is interrelated to other variables.  
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1.1.1 Feature Selection Methods 

 

Univariate Selection: 

In Univariate Selection, statistical tests are be applied for selecting the features which have the 

strongest association with the output variable. To implement univariate selection, the scikit-learn 

library offers the SelectKBest class. It is used with a collection of various statistical tests to 

select a specific list of features. 

Feature Importance: 

The feature importance of each single feature of the dataset can be obtained by using the feature 

importance property of the model. Feature importance provides a score for each feature of the 

data. A higher score means the feature is more important or relevant to the output variable. 

Feature importance is an inbuilt class, coming with Tree Based Classifiers. 

 

1.1.2 Correlation 

Correlation is one of the well-known statistical tools that provides the information about how the 

variables inside the model are interrelated to each other. In other words, it is a measure of the 

degree to which changes in the value of one variable is used to predict changes in the value of 

another variable. 
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Correlation Coefficient: 
 

The correlation coefficient is a statistical measurement tool that is used to calculate the 

relationship strength between the relative activities of two variables. The values always range 

between -1.0 and 1.0. A calculated number is found to be greater than 1.0 or less than -1.0, it 

means that an error must have happened in the correlation measurement calculation. A 

correlation of -1.0 portrays a perfect negative correlation, while a correlation of 1.0 

demonstrations a perfect positive correlation.  

 

A correlation of 0.0 means that no relationship exists between the movements of the two 

variables. Below is a sample interpretation of correlation coefficient: 

 

Coefficient Value Interpretation 
-1 A perfect negative relationship 

-0.7 A strong negative relationship 
-0.5 A moderate negative relationship 
-0.3 A weak negative relationship 

0 No linear relationship 
0.3 A weak positive relationship 
0.5 A moderate positive relationship 
0.7 A strong positive relationship 

1 A perfect positive relationship 
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Figure01: Correlation Coefficient 

 

 

Calculation: 

 

One of the most widely used correlation coefficient, Pearson product-moment correlation is 

calculated in below steps:  

 The covariance of the two variables in question is determined.  

 Each variable's standard deviation is calculated.  

 The correlation coefficient is calculated by dividing the covariance by the product of the 

two variables' standard deviations. 

Advantages: 

 Can show strength of relationship between two variables 

 Study behavior that is generally can’t be studied 

 Gain quantitative data which can be easily analyzed 
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Predictive Modeling: 

Predictive modeling is a process that makes use of mathematical methods and probability to 

make prediction of an event or outcome. Each model is created with of a number of predictors, 

which can be described as variables that are expected to impact the future output. A 

mathematical approach makes use of an equation-based model that describing the phenomenon 

under attention. The model is used to predict a result at a future state or time depending on 

changes to the model’s inputs variables. The model parameters help describe how the model 

inputs are going to influence the outcome. 

Gradient Boosting Classifier: 

Gradient boosting is known as one of the most accepted and powerful techniques used for 

predictive model building. Boosting refers to renovating weak learners into strong learners.  

The general idea is to training a decision tree so that each new tree is a fit on a modified version 

of the original data set. This process is repeated for a specified number of iterations. Subsequent 

trees help us to categorize observations that are not well classified by the previous trees. 

Forecasts of the final collaborative model is therefore the weighted sum of the predictions made 

by the previous tree models. 

Gradient boosting involves three elements: 

 A loss function to be optimized. 

 A weak learner to make predictions. 

 An additive model to add weak learners to minimize the loss function. 
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Gradient boosting identifies the shortcomings by using gradients in the loss function 

(y=ax+b+e , e needs a special mention here since it is the error term). The loss function is 

described as a measure to specify how well the model’s coefficients are fitting the original 

dataset. 

 

Advantages: 

 Often provides predictive accuracy that cannot be beat. 

 Lots of flexibility - can optimize on different loss functions and provides several 

hyperparameter tuning options that make the function fit very flexible. 

 No data pre-processing required - often works great with categorical and numerical 

values as is. 

 Handles missing data - imputation not required. 

 

 

1.2 Motivation of The Research  

Employee attrition is a significant problem for any organization. In true sense, the cost of 

replacing a well-trained or an employee with good performance can be really big, sometimes 

even more than what makes sense about money. Along with the time spent for candidate 

interview, selection, notice period, joining bonus etc. the loss of production hours for a 

significant amount of time while the new employee gets used to the system and generates output 

combines in a vital amount of loss for the organization. Employee turnover happening on a 

regular basis causes the organization to decrease in its collective knowledge base and experience 

gathered over time. Also, possibilities of errors and issues increases at a great rate with new 

workers until they gather enough knowledge on the system. 
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Being able to understand what factors contribute most for an employee leaving can help the 

management to plan according actions to improve employee retention possibility as well as to 

plan a new hire in advance. Coming from the corporate industry myself, our research wanted to 

discover that whether data science is able to help find out which attributes from the dataset 

contribute more in an employee leaving the organization and help the management. 

 

 

 

1.3 Problem Statement  

A research problem is an area of concern in the existing knowledge that points to the need for 

further understanding and investigation. As seen from the literature review, the previous 

researchers have not collectively paid enough concentration on collaborating and finding 

contributing factors for employee attrition and use them in prediction analysis.  

 
 
1.4 Research Questions  

The research questions for our research are: 

RQ1: Is it possible to predict how much likely an active employee will be leaving the 
organization? 

RQ2: What are the significant features/attributes of an employee quitting the organization? 
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1.5 Research Objective 

The research objective is to find answers to our research questions. Therefore, our research 

objectives are: 

 To find out if data science/predictive analysis techniques can contribute in an employee 

retention/attrition model. 

 Evaluate and find out which features or attributes are most important for predicting an 

employee attrition. 

 

 

1.6 Research Scope 

The scope of our research was limited to our dataset for HR analytics, and the employee 

attributes available in the dataset. There may be other existing factors that contribute to 

employee attrition. However, we limited our research on the used dataset only.  

 

1.7 Thesis Organization 

In the following sections, we first discussed about previous literature including the research gap. 

Secondly, we addressed research methodology and our research model. Then, we provided 

research results and discussions. Finally, we concluded by discussing on recommendations with 

findings, limitations and future directions. 
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2.1 Previous Literature 

According to Boswell, Boudreau and Tichy (2005), the decision of leaving the Organization is 

not easy for an individual employee as well as significant energy is spent on finding new jobs, 

adjusting to new situations, giving up known routines and interpersonal connection and is so 

stressful. Therefore, if timely and proper measures are taken by the Organizations, some of the 

voluntary turnover in the Organization can be prevented.  

 

Trevor, (2001), in his research found that employees who perform better and are intelligent 

enough have more external employment opportunities available compared to average or poor 

performance employees and thus they are more likely to leave. High rates of voluntary turnover 

of such employees are often found to be harmful or disruptive to firm’s performance (Glebbeck 

& Bax, 2004). When poor performers, choose to leave the Organization, it is good for the 

Organization (Abelson & Baysinger, 1984). Further voluntary turnover of critical work force is 

to be differentiated into avoidable and unavoidable turnover (Barrick & Zimmerman, 2005).  

 

Goodwill of the company gets hampered due to more employee turnover rate and the competitors 

start poking their nose to recruit best talents from them. Efficiency of work is hampered to a 

large extent. (Dhobal & Nigam, 2018) 

 

http://www.iosrjournals.org/iosr-jbm/papers/Vol20-issue2/Version-4/A2002040127.pdf 
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Feature Selection is one of the core concepts in machine learning which hugely impacts the 

performance of your model. The data features that you use to train your machine learning models 

have a huge influence on the performance you can achieve. Irrelevant or partially relevant 

features can negatively impact model performance. (Sheikh, 2018) 

https://towardsdatascience.com/feature-selection-techniques-in-machine-learning-with-python-

f24e7da3f36e 

 

Feature selection is a process where you automatically select those features in your data that 

contribute most to the prediction variable or output in which you are interested. Having 

irrelevant features in your data can decrease the accuracy of many models, especially linear 

algorithms like linear and logistic regression. (Brownlee, 2016) 

https://machinelearningmastery.com/feature-selection-machine-learning-python/ 

Correlation is defined as a relation existing between phenomena or things or between 

mathematical or statistical variables which tend to vary, be associated, or occur together in a 

way not expected by chance alone by the Merriam-Webster dictionary. The relationship (or the 

correlation) between the two variables is denoted by the letter r and quantified with a number, 

which varies between −1 and +1. Zero means there is no correlation, where 1 means a complete 

or perfect correlation. The sign of the r shows the direction of the correlation. A negative r means 

that the variables are inversely related. The strength of the correlation increases both from 0 to 

+1, and 0 to −1. (Emerg Med, 2018) 

 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6107969/ 
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Gradient boosting machines are a family of powerful machine-learning techniques that have 

shown considerable success in a wide range of practical applications. They are highly 

customizable to the particular needs of the application, like being learned with respect to 

different loss functions. (Natekin & Knoll, 2013) 

https://www.researchgate.net/publication/259653472_Gradient_Boosting_Machines_A_Tutorial/downlo

ad 

 

2.2 Research gap 

 A review of previous literature advises that not too many research works have been 

carried out to study the combination of feature selection and prediction model building 

for employee attrition.  

 

2.3 Summary 

Our study has been motivated by the need for a research on how data science can help an 

organizations management in the area of employee retention or attrition. We tried to demonstrate 

which factors contribute more on an employee leaving the organization and if that can be 

forecasted so that management can take necessary steps to reduce loss earlier. 
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3.1 Feature Selection Methods 

For our research, we decided to see which employee attributes are found to be contributing most 

for their attrition from the organization. We selected Univariate Selection and Feature 

Importance as our feature selection methods. From there, we analyzed which outcomes from 

both selection methods are common. This means, these outcomes are having the most influence 

an employee leaving the organization from our chosen dataset. 

 

3.2 Correlation 

After the selection of the most important features from the dataset was done, we calculated the 

correlation coefficients between those features. This allowed us to study how the features are 

interrelated and how they affect the value of the final prediction variable (positively or 

negatively).  

 

3.3 Gradient Boosting Classifier 

A prediction model on our selected dataset is build using Gradient Boosting Method. We used 

scikit-learns train_test_split () method to get a training dataset and a testing dataset for our 

model. The training dataset (60% of total data) is used to train the model and the testing dataset 

(40% of total data) is used to test the model. 

The performance of the model is measured by using scikit-learns evaluation metrics accuracy, 

precision and recall.  
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3.4 Data Source 

The data used for this research is available in Kaggle.  

https://www.kaggle.com/gummulasrikanth/hr-employee-retention 

 

3.5 Data Description: 

For our research work, the data we had considered, consisted of various employee attributes 

while working at the company. 

In the used dataset, each row represents an employee, each column contains employee attributes: 

 satisfaction_level (0–1) 

 last_evaluation (years since last evaluation was done) 

 number_projects (Number of completed projects during work) 

 average_monthly_hours (average time spent at workplace) 

 time_spend_company (years spent at the company) 

 Work_accident (if the employee had any accident at the workplace) 

 left (if the employee left the workplace (1/ 0)) 

 promotion_last_5years (if the employee was promoted within the previous five years) 

 Department (apartment which employees work in) 

 salary (salary at relative level – low/medium/high) 
 

 

Figure02: Raw Data Preview 
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3.6 Data Preprocessing 

Before fitting in the model, the data had to be preprocessed and cleaned. The data loading and 

preprocessing steps are described below. 

 

Data Loading: 

The selected HR dataset was loaded using pandas’s read_csv () function. 

 

 

Figure03: Data Load Preview 
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Then we took a look into the data attribute names and datatypes using info() 

 

 

Figure04: Data Attributes and Datatypes Preview 
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Generally, machine learning algorithms prefers numerical input data. Therefore, we needed to 

convert the categorical columns into numerical columns. We mapped each value to a number. 

For example, the Salary column's value has been represented by low:0, medium:1, and high:2. 

This procedure is called label encoding. We used sklearns LabelEncoder () to get this done. 

 

 

Figure05: Label Encoding 

 

3.7 Summary 

Univariate Selection and Feature Importance have been selected as the feature selection methods 

for employee attrition from the used HR dataset. Correlation coefficient has been calculated with 

on data by the features that will be common from both feature selection techniques. Finally, a 

prediction model based on the dataset is built and its performance measured based on accuracy, 

precision and recall.  

 

 

 



20                                                                                                                          ©Daffodil International University 

 

 

 

 
 

 
 
 
 
 
 

CHAPTER 4 
 

RESULTS AND 
DISCUSSIONS 

 
 

 

 

 

 

 

 



21                                                                                                                          ©Daffodil International University 

4.1 Data Analysis Techniques 

4.1.1 Univariate Selection: 

In Univariate Selection, statistical tests are be applied for selecting the features which have the 

strongest association with the output variable. To implement univariate selection, the scikit-learn 

library offers the SelectKBest class. It is used with a collection of various statistical tests to 

select a specific list of features. 

For our case, we used the chi squared (chi^2) statistical test for non-negative features to select 5 

of the best features from our dataset. Here 5 best features mean the columns in the dataset that 

has most influence in determining the values of the column ‘left’ which indicates whether the 

employee has left the organization (1) nor not (0). 

 

Figure06: Univariate Selection 

 

 

 



22                                                                                                                          ©Daffodil International University 

4.1.2 Feature Importance: 

The feature importance of each single feature of the dataset can be obtained by using the feature 

importance property of the model. Feature importance provides a score for each feature of the 

data. A higher score means the feature is more important or relevant to the output variable. 

Feature importance is an inbuilt class, coming with Tree Based Classifiers. 

 

For our case, we constructed an ExtraTreesClassifier classifier on our dataset to identify the 

columns in the dataset that has most influence in determining the values of the column ‘left’ 

which indicates whether the employee has left the organization (1) nor not (0). 

 

Figure07: Feature Importance 
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4.1.3 Correlation 

In statistical terms, correlation is used to denote association between two quantitative variables. 

It is also assumed that the association is linear, that one variable increase or decrease a fixed 

amount for a unit increase or decrease in the other. 

Now we calculated the correlation coefficients between the predictor variable of our dataset 

(employees who left the organization) denoted by the column ‘left’ with the common set of 

features (from two feature selection methods) to have the most influence on the value of ‘left’. 

The common features are found to be: 

 average_monthly_hours 

 satisfaction_level 

 time_spend_company 

 

 

Figure08: Correlation Coefficients 
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4.2 Data Analysis 

To see how many employees from the dataset actually left the organization, we calculated and 

found that the no of employee left is 23 % of the total employment. 

 

Figure09: Employee Left Visualization 
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We can see that the satisfaction level is less for the employees who left the organization. 

 

Figure10: Satisfaction Level of Employees Left 

 

This is also verified from our correlation coefficient analysis, where correlation coefficient 

between ‘left’ and ‘satisfaction_level’ was negative. From the definition of correlation, it means 

as the value of ‘satisfaction_level’ decreases, the value of ‘left’ increases.  

 

 

Figure11: Correlation Coefficient Between Left and Satisfaction Level 
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Further visualization gives us more clarity on the effects of the selected features on the 

employees who left the organization. We can see that the people who left were less satisfied with 

the organization, and the employee with five-year experience is leaving more. For the feature 

time with company, the three-year mark looks like a time to be a crucial point in an employee's 

career. Most of them quit their job around the three-year mark. Another important point is 6-

years point, where the employee is very unlikely to leave. The positive correlation coefficient 

between ‘left’ and ‘time_spend_company’ and between ‘left’ and ‘average_monthly_hours’ 

also gives us the idea that longer time spent at company and more work reduces the employee’s 

chances of attrition.  

 

 

 

Figure12: Data Visualization (Cont.) 
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4.3 Predictive Model Building 

The principal focus of the research was that whether we can identify the important features 

behind employee attrition and use them to build a predictive model that can help the organization 

management with attrition prediction.  

 

What we are going to do here is to divide the dataset into a training set and a test set using 

function train_test_split(). It requires to pass 3 parameters - features, target, and test_size. We 

have also used random_state to select records randomly. The dataset is split into two sections in 

ratio of 60:40. It means 60% data will be used for model training and 40% will be used for model 

testing. 

In the model we are going to predict employee attrition using Gradient Boosting Classifier. We 

created a Gradient Boosting classifier object using GradientBoostingClassifier () function. 

After that, we fit our model on train set using fit () and performed prediction on the test set using 

predict (). 

 

Figure13: Predictive Model Building 
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To evaluate the performance of the model, we used the widely accepted performance evaluation 

metrics from scikit-learn: 

 accuracy (fraction of samples predicted correctly) 

 precision (fraction of positive events predicted correctly) 

 recall (fraction of positive events that are actually positive) 

 

 

Figure14: Performance Evaluation 

Accuracy: we can see our model’s classification rate of 96%. 

Precision: How often the model is correct when it makes a prediction. In our case, when the 

Gradient Boosting model forecasted an employee is going to leave, that employee actually left 

93% of the time. 

Recall: If there is an employee who left is present in the test set, our model was able to identify 

it 91% of the time. 
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4.4 Summary 

From our analysis, we found out that according to our dataset, employees less satisfied are prone 

to leave the organization. Employees who have been with the company longer and have involved 

with work are less likely to churn out. Our prediction model was able to show well enough 

performance to forecast an employee leaving the organization given values of the most important 

features. 
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5.1 Findings and Contributions 

Organizations must pay more attention towards increasing the employees work related 

satisfaction if they want to retain their valuable assets. The more involved he is with work, and 

the time he has spent with the company are also very important in the employees decision on 

when to leave to organization, therefore it is very important for the organization management to 

focus on these two factors as well. 

 

5.2 Limitations 

There have been several limitations to be acknowledged, related to our research work. The 

dataset could have been larger with more employee attributes that could have even more 

significance in identifying the more important contributing factors. If we could get more data in 

our hand, the research work would have been much more efficient. The training data would be 

higher in number and as a result, the prediction outcome would have come much more accurate.  

 

5.3 Recommendations for Future Works 

Future research work on this topic may include collecting a larger dataset and include more 

important contributing factors and features. This will ensure the outcome of the research become 

more accurate and start to contribute properly in employee attrition forecasting for any 

organization. 
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