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ABSTRACT 

 

Efficient and accurate object detection has been an important topic in the 

advancement of computer vision systems. With the advent of deep learning 

techniques, the accuracy for object detection has increased drastically. The project 

aims to incorporate neural networks technique for object detection with the goal of 

achieving high accuracy with a real-time performance. Robotic vision continues to be 

treated including different methods for processing, analyzing, and understanding. All 

these methods produce information that is translated into decisions for robots.  From 

start to capture images and to the final decision of the robot, a wide range of 

technologies and algorithms are used like a committee of filtering and decisions. This 

report aims to design and implement the object detection and machine interfacing for 

cockroach detection. Here the working procedure has been divided into two parts 

hardware and software. In order for the system to be operational, Tensor flow, 

Arduino and Raspberry Pi microcontroller as well as camera module has been used. 

The projected algorithm has been used to train neural network model to detect 

cockroach from picture and real time image which is captured by camera module as 

input for finding accuracy. Finally, it is found that our project provides faster image 

detection process. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

The concept of machine able to see is not new. This stuff has been introduced in 

science fiction decades ago. But it was not possible for us back then. With the 

advancement of science it was possible for us to make robotic vision reality. 

Our project aims to develop a device which will be able to move in different direction 

as the user pleases and it will be able to detect a certain kind of pest cockroach. Our 

project is divided into two parts hardware and software. Hardware part is divided into 

two parts first part is consisted of Arduino which is responsible for operating the 

robotic car and second part is consist of raspberry pi and camera module which will 

be able to detect cockroach image. In software part we have mainly used tensor flow 

to train our data model and many different software for many small requirements. 

 

1.2 Motivation 

 Cockroach generally thrive in warm environments that’s why we find them in 

warm places and densely populated buildings of cities. 

 Cockroach causes serious health problems like allergy and asthma because it 

contains a specific protein called allergen [1]. 

 Many different virus & bacteria are transported by cockroach that are through 

their body which is harmful for human 

 To make cockroach mitigate people use different pesticide which causes 

serious problems for both human and our environment. 

 Cockroach can contaminate food with their salvia which causes serious food 

poisoning.       
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1.3 Objective 

 Our device reduces human effort to reduce cockroach. 

 Our device can be modified to detect any object with help training. 

 Our future works involves not only detect it but also eliminate it. 

 Human can only detect cockroach when it is visible to eye but our device is 

able to move freely without any exhausted. 

 Our device provides easy controlling system so that people of all ages can 

control it. 

1.4 Expected outcomes 

 Our device will be able to move in places which is difficult for human 

 It will be able to detect cockroach in real time in any position 

 Our device will be to provide clean environment 

 Our device is easy to operate 

 It will very much secure for human  

 

1.5 Layout of the report 

 Chapter 1 we discuss about our device, its objective, motivation and our 

expected outcome. 

 Chapter 2 we discuss about ongoing work and related work, Challenges we 

faced and scope of problems. 

  Chapter 3 we dealing with design requirements and  our project development 

requirements  

 Chapter 4 we are talking about our device design in detail and all 

requirements. 

 Chapter 5 we are discussing about our device implementation and testing 

 Chapter 6 is all about the summary of device, its result and future scope 
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CHAPTER 2 

BACKGROUND 

2.1 Introduction 

Cockroach is among of the most common pest found in densely populated buildings 

in cities and homes. Cockroach has amazing ability to survive in very critical 

condition. Cockroach are pest because of their filthy habits. They search for food at 

night in kitchen, rubbish bin, sewer and drain etc. In addition it sometimes attack 

eyelash, hair and finger nails of sleeping human. It also causes serious problems for 

health. 

In Bangladesh cockroach problem is not new. As it causes serious problems, people 

want to get rid of it as soon as possible. But it also have a negative effect. Since 1990 

the use of chemical products and pesticide has increased doubled in numbers. It 

causes serious problem to environment. But cockroach generally dwell at night so it is 

impossible to human to always keep eye on their food supply and surroundings. 

With the advancement of science and technology image processing application has 

gained much more scope. In industries, defense, surveillance and security image 

processing application with robotic vision has gained much more importance [2] [3]. 

Among those application objection detection has played an important role. 

The main objective of this project is to build a device which will be able to detect 

cockroach in real time using image processing and this device will also be able to 

move freely in plain spaces. 

This device will be controlled by a user and it will reduce human effort to keep eye on 

food storage and surroundings. It will help to build clean and safe environment for 

human.   
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2.2 Related Works 

Our project aims to combine robotic vision and image processing. There are many 

ongoing projects are happening all around the world to combines robotic vision and 

image processing. But none of them are doing the exact work we tend to do. There is 

no mention of any system or device to detect pest in our country and the world. 

Our project aims to design a device which will be able to move in places controlled by 

a user. It will be able to detect cockroach which will help people to ensure safe 

environment and health. This device will be easy to operate and control. As it is a 

small device so there will be no problem for shift it from one place to another.   

However we find some projects that tends to combine image processing and robotic 

vision. 

 Ball following robot 

 Line following robot 

 Finger gesture based steering control robot 

 Virtual steering robot 

 Motion Detection using DIP 

All these projects are using image processing and robotic vision and many other 

techniques to achieve their goal for different means. 

Even there is some cockroach inspired robots which mimics the amazing ability of 

cockroach 

 CRAM- cockroach robot with articulated mechanism which will be able to go 

in places which is impossible for human and it will also be able to shrink it 

body size in half. 

This robot is developed by US Berkeley [4]. 

 HARM- Harvard Ambulatory Micro robot is developed by Harvard JOHN A 

PAULSON School of Engineering which can run very fast, shift change 

position, jump [5].   
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2.3 Comparative Studies 

 The purpose of our device is completely different from all the existing device. But 

the main concept and the process we followed is built our device is quiet same. Both 

our device and existing device have combined robotic vision and image processing to 

serve specific purpose. 

 Line following robot – As the name define line following robot is an 

automated guided vehicle which follow an embedded line on floor which 

defines its path. With the help of image processing the robot is able to 

recognize its path. 

 

 Ball following robot - This project was developed to track down ball. The 

robot uses camera module to take frames of the ball and use image processing 

track the ball as its training data defines balls size, shape and color as its 

features.  

 

 Finger gesture based steering control robot – This project is divided into three 

parts. 

First part uses sensor to transmit signal of the finger gesture 

Second part uses receiver to receive the transmitted signal 

Last part uses image processing to decode the signal and helps to make 

decision. 

 

 

 Virtual steering robot – It is one kind of self-driving car which uses different 

sensor to understand its surroundings and with the help of image processing it 

knows when to stop 

And use training data to drive. 

 

 Motion Detection using DIP – It is one of the critical projects of computer 

vision. There are lot of techniques to acquire motion detection along with 

image processing by analyzing the difference in background and foreground it 

possible to detect motion. 
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2.4 Scope of the problem 

 The idea of our device is very much unique but as it a developing there are 3 major 

problems we are dealing with in this project 

First the problem is in dark background and in low light our device sometimes does 

not produce accurate result. Moreover, sometimes reflection from surface can cause 

false objection. Various lighting conditions lead to false objection. 

Second problem is the power usage as there is no visual way for user to check the 

battery is running low it might create from for user to when the device shuts down. 

Third problem is our device is not trained to avoid obstacle or liquid surface to it can 

causes problem.    

Some more feature can be added to improve performance. 

 

2.5 Challenges 

It is very much difficult to develop a project we doesn’t exists at all. We faced many 

challenges and complexities during this project. But we tried our best to develop this 

project which can help society to overcome problems. Challenges we faced so far 

 

 Lack of resource – As this project unique from existing project we faced a lot 

of problems for collecting resource and confusion if it is useful for our device. 

 Economic problem – As we are students it was very difficult for us to arrange 

money for this device hardware and we faced lot of problems as the latest 

hardware is very costly. So, we had to use cheap hardware’s which we could 

afford.  

  Lack of professionalism – As we are not professional and we have previous 

real experience to work with professional. Our device lacks in 

professionalism. 

 Poor Workstation – The demand of our project was highly configured PC but 

with our limited resource and poor workstation we had to waste a lot of time 

in creating classifier and training data.       
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CHAPTER 3 

Requirement Specification 

3.1 Hardware and Software Requirement 

In this chapter we will discuss about the hardware and software that have been used to 

develop this project. We will also discuss about which software we will use to 

interface with Raspberry pi and Arduino micro controller. 

In this project we have 2 types of requirement  

1. Hardware requirement 

2. Software requirement 

Which we will discuss briefly  

Hardware Requirement  

 Raspberry Pi 3b+ 

 Raspberry Pi 5MP camera module 

 Arduino Uno 

 Motor Driver L298N 

 DC Motor 

 Bluetooth Driver HC-05 

 Battery 12V 

 Car Chassis 

 Wheel 

Software Requirement 

 Tensor Flow API 

 Python 

 Arduino IDE 

 Label IMG 

 Photo Editor 

 Linux Operating System 

 Arduino Car Control Application 
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3.1.1 Hardware Requirement 

Raspberry Pi 3b+ - This model is one of the most popular and latest 

raspberry pi computer. It has 1.4 GHZ 64 bit quad core processor. It has 1 GB 

RAM. On Board Wireless Lan dual band 802.11 and On Board Bluetooth 4.2 

HS. 300 MB/s Ethernet. 

Camera interface and display interface. This micro controller will help us to 

detect cockroach in this project as it has 1 GB RAM and we have used 16 GB 

external memory in which we have used our trained data to perform object 

detection.  

 

Raspberry Pi 5MP camera module – It is an image sensor which is used to 

capture video feed. 

 

Arduino Uno - It is a micro controller board which supports ATmega328 and 

provide many advantage using ATmega328. 

.  

Motor Driver L298N – It is a dual H-bridge motor driver which allows to 

control the speed and direction of two DC motors. It will help our device 

wheel speed and direction. 

 

DC Motor - This class of motors helps to convert direct current into 

mechanical energy. It will supply our device wheel the power. 

 

Bluetooth Driver HC-05 – It is a module which helps to provide wireless 

serial connection and also easy to access by a controller or PC. It will help our 

device to connect with controller 

 

Battery 12V - It provides 12 voltage power to device. 

 

Car Chassis – It provides convenient space to setup our device. 

 

Wheel – It helps our device to move in places. 
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3.1.2 Software Requirement 

 

Tensor Flow API – Tensor Flow is an open source machine learning 

framework. It was developed by Google. It is used for dataflow programming 

across a range of tasks. 

 

Python – It is high level programming language developed for general 

purpose.  

 

Arduino IDE – It is an open source software which helps to write & upload 

code in Arduino.  

 

Label IMG – It is an image annotation tool develop by using python which 

saves image annotation as XML files.  

 

Photo Editor – It is free software which helps to do different operations with 

image and photos without reducing its quality. 

 

Linux Operating System – It is an open source operating system based on 

Linux kernel which is convenient to use for development projects. 

 

Arduino Car Control Application – It is an android app which provides user 

friendly environment to control our device 
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3.2 Logical Data Model 

 

 

Figure 3.2.1: - Logical Data Model 
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3.3 Design Requirements 

 

To develop this project we have considered different aspect which should be 

considered for making this device effective and convenient. We are going to briefly 

discuss about them. 

Performance – First thing that we have considered is performance. It is the most 

important thing in any scenario cause without performance it will be like work done 

in waste. In this project we have used to different micro controller so that the device 

can be able perform at its maximum and able provide user a great experience. 

Simple and Flexible - The device design is very simple and flexible.  We tried to 

avoid all kind of complexity so the user may find difficult to use. Our design is simple 

and flexible to meet our user needs.  

Reliability - Our device is trained to the degree to which the result of computation, 

calculation and detection to be accurate. This device is pretty much accurate to satisfy 

our user expectation.  

Security - Security is one of most important thing that we have considered to develop 

this project. We tried our best to ensure the safety of our user. We assured that our 

device is harmless and is free from all potential threat. 

Efficiency – Our device provide a standard and easy user interface to control our 

device. Moreover, it uses less power so power consumption is not a problem at all. 

Portability – Our device is portable. User can use it if he has a Bluetooth device and 

smart phone in any place. 

Usability – Our device doesn’t need any information about user or doesn’t require 

sign in or registration. A simple app has to install in order to control the device. So, 

there is no extra hassle a user has to go through. It fulfils the user context of use.   
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CHAPTER 4 

Design Specification 

4.1 Front-end Design 

In our project we build a Robotic Car that can detect Cockroach. As it is a robotic 

device so our device design is complex. But we tried to make it as simple as 

considering the performance, efficiency and security. 

It is a moving car that has three wheels. Two wheels are controlled by the Motor 

driver and Motor Driver will be controlled by the Arduino. The car will controlled by 

a user through an third party android application named “Circuits Ninja”. A Bluetooth 

module is placed to the circuit for receiving instructions from user. The car will move 

with those instructions. Car can move by Forward, Reverse, Right and Left. 

The target of this device is to detect a Cockroach in real time. So we needed another 

device named Raspberry Pi which is a mini computer to process the data. The pi 

placed on the top of the device. A camera module is also placed with pi to capture real 

time data. The pi computer receive data and process the data to give the output. The 

whole device will powered by a 12V battery. 

Front end Design figure follows: 

 

 

 

 

 

 

 

 

 

 

Figure 4.1.1: - Circuit Ninja application 
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Figure 4.1.2: - Car Device 
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4.2 Back end Design 

This part contains a lot of complex coding connections with hardware sensors. In this 

part of our project development where sensors receive instructions from raspberry pi 

and Arduino to meet with its purpose. To perform its purposes we needed to set up 

few things. First we trained our object classifier. The classifier will detect Cockroach. 

Classifier trained by Tensorflow API. All the back end works briefly described below. 

First we installed Tensorflow on our Linux Operating System. A python3.6 version 

installed also with all dependent libraries 

 

Figure 4.2.1: - Installing Tensor Flow & Python Libraries 

 

Tensorflow API Model contains large number of collections of model implemented 

by Tensorflow researchers. To train our classifier we needed our targeted object 

images. There will be two types of images as Test images and Train images. Test 

images will be 20% of the total images and remaining 80% of images will be in Train 

images. These two types of images will be kept in “model-> research-

>object_detection->images” folder.  
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Figure 4.2.2: - Images & XML file for training  

 

Figure 4.2.3: - Images & XML file for testing  
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Then we need to generate TF Record as extension (.records). To generate TF Record 

we have done two more steps. First we needed to label our test and train images. So 

there is a program call “Label Image” which will generate the coordinate value of the 

selected object in xml format. 

 

Figure 4.2.4: - Image labeling using LabelImg Software  

 

Then a python script call “xml_to_csv” that generate xml coordinate data to csv 

format. 

Now we created label map and configure training pipeline. Label map will tell the 

trainer what each object is by defining a mapping of class names and id numbers. The 

label map will be a (.pbtx) extension named. 
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Figure 4.2.5: - Configure File 

To configure training we used “ssd_mobilenet_v1_pets.config”. This configuration 

file is used to define which parameters will be used for training. 

After setting up the environment we started our train process. 

 

Figure 4.2.6: - Training process 
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Learning rate at step 3012 at middle of process 

 

 

Figure 4.2.7: - Graph of Learning 

Learning rate defines how our classifier is being learning. At this step our graph is 

showing that our classifier is still leaning. So we continued our learning process. 

Loss at strep 3012 at middle of process 

 

Figure 4.2.8: - Graph of Loss 
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Loss is the target function that the optimization algorithm will try to minimize. Lower 

the loss value will be good for classifier. Our target to get the loss value of average 

bellow 2. 

Learning rate at 6012 which is a final step 

 

Figure 4.2.9: - Constant Graph 

In this graph our learning is constant. We can declare our classifier is enough trained. 

So we stopped at this step to train our model. 

Total loss at step 6012 which is a final step 
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Figure 4.2.10: - Total Loss 

Our targeted loss value below 2 but in our case our classifier is being trained at loss 

value of 2.492. So we decided to stop at this position.  

 

After completing training we generate our classifier in “inference graph” folder. We 

set this classifier to the raspberry pi to get the desired output. 

 

Figure 4.2.11: - Generating Inference Graph 
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We have Arduino code that will be set on Arduino microcontroller to receive 

instruction from user through Bluetooth module and output as a moving car 

 

Figure 4.2.12: - Arduino Code 

 

4.3 Interaction design and UX 

Design is a compulsory element of any project to interact with the environment. So as 

ours, we tried to keep our device simple so that users can use the device easily. We 

designed our device that will be controlled through an android application by user and 

it will pass the captured video feed of environment through camera to the user. User 

can move the car by visualizing from the real time video feed. 

In real time video feed a Cockroach will be detected and user will be able to see the 

detected object with an accuracy. 

 

UX design is the elementary process of a project that enhance user satisfaction by 

improving usability, accessibility and pleasure. Our project’s UX design is the 

android application design which is given below.  
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Figure 4.3.1: - UX Design 

 

4.4 Implementation Requirements 

Raspberry Pi 3b+ - This device is used to run the whole object detection model. A 

python script will be run by this device. It connected with the camera to get the video 

feed of the environment and process the feed to give a desire output. 

Raspberry Pi 5MP camera module – This a camera module that we use to capture 

real time view. 

Arduino Uno - In our project we have used this micro controller to provide 

instruction for our car.  

Motor Driver L298N – we use this driver to control our motor speed and the 

direction of our motor to go Forward, Backward, Left and Right. 

DC Motor – Motor is used to move the car in different manner. 

Bluetooth Driver HC-05 –It is used in our device to connect with controller and send 

instruction to Arduino from user. 
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Battery 12V - 12 voltage is used to powering up our device. 

Car Chassis – We used a chassis kit for our project build. 

Wheel – It is used for movement. 

TensorFlow API –In this project we have trained our classifier through this        

TensorFlow model. 

Python –We have used python to run various script. 

Arduino IDE –We have used Arduino IDE to compile and upload the code to the      

Arduino. 

Label IMG – We have used this software to label our image in XML format from   

which later we train our classifier. 

Photo Editor – We have used this is software to customize our data image.  

Linux Operating System – It is used to make a compatible environment to develop 

our project.  

Ninja Circuit (Android Application) – It is used to send user command to the   

Arduino for movement of the car. 

 

 

 

 

 

 

 

 

 

 

 

©Daffodil International University

 
 1 

23

5 



CHAPTER 5 

Implementation and Testing 

 

5.1 Implementation of Database 

 

Figure 5.1.1: - Test Labels Data 
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Figure 5.1.2: - Train Labels Data 

In above train labels data and test labels data we have shown you the csv file which 

has been created after running python script XML to CSV from XML file which was 

generated from picture running through LabelImg software. This CSV file is very 

important to generate TF record. 
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5.2 Implementation of Front-end Design 

 

Figure 5.2.1: - Circuit Diagram of Arduino with HC-05 and L293D 

In above picture we have shown you the circuit diagram of Arduino with HC-05 and 

L293D which is the main architecture of our vehicle design. 

5.3 Implementation of Interactions 

 

Figure 5.3.1: - Cockroach Detection 
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In the above figure we have shown the successful complementation of cockroach 

through pi camera module. 

5.4 Testing Implementation 

 

Figure 5.4.1: - Testing with random cockroach image a 

 

Figure 5.4.2: - Testing with random cockroach image b 

We have used random image if our trained model can detect image that we haven’t 

used and it successfully detect any cockroach image.   
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5.5 Test Results and Reports 

 

Figure 5.5.1: - Cockroach image with highest accuracy 

 

Figure 5.5.2: - Cockroach image with lowest accuracy 

In above figure we have showed image with highest and lowest accuracy. Highest 

accuracy we have got 99% and lowest accuracy we have got 74%. Our image 

processing is accuracy is 70%. 
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CHAPTER 6 

Conclusion and Future Scope 

 

Discussion and Conclusion 

 

The aim of this project is to create a device which will be portable and it will be able 

detect object with the help of image processing. It will help to meet society with safe 

and healthy surroundings. The image detection process was created with the help of 

tensor flow. Tensor flow uses different neural networking model and algorithms of 

deep learning and machine learning to provide accurate object detection.  

Our device is very easy to use. It combines application from image processing and 

robotic vision which will create new boundary in technological field. 

 

Scope for Further Developments 

 

 We want to make the device embedded so that it can move as its own decision. 

 We want to reduce its size so it can go in compact places. 

 We want to add more features so it will not only detect cockroach but also 

another pest 

 We want to add some features so it will be able to eliminate pets. 

 We want to develop feature so that  it can track a cockroach when it is not in 

front of camera 

 We want to detect cockroach without light and in dark places    
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Appendix A: Current Situation for our device in our country & Code for Object 

detection 

 

In current situation there is no permanent solution of pest control and any kind of 

device in our country. It’s because we are not thinking about the problem seriously. 

When we face any kind of health issue we go to doctor or take medicine. But we 

forgot a simple thing prevention is better than cure. This kind of device will not only 

help in pest control but also in many fields.  

 

 

 

Figure A: - Code for image detection 
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