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ABSTRACT 
 

 

In this paper, we propose a face detection and recognition system based on computer vision of 

improving security issues.  Here,  we propose our research by applying significant  experiments to 

test the performance of machine learning using of Haar-Cascade Classifier for detecting face 

image. We analyze this classifier algorithm by divided into four steps. In this paper, we have to 

make   extraction   of   Haar-feature   selection,   creating   integral   image,   Adaboost   training, 

Cascading  Classifiers  for  complete  the  detection  step.  We  have  used  Local  Binary  Patterns 

Histograms  (LBPH)  algorithm  to  complete  facial  recognition  system.  We  propose  several 

parameters  in  LBPH  and  we  obtain  a  training  dataset  by  applying  training  algorithm.  We 

complete  computational part  by applying  LBPH  operation  and  extracting  the  histograms.  We 

use  different  kinds  of  law  to  find  the  difference  between  two  histogram  like  as  Euclidian 

distance, chi-square etc.
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CHAPTER I 
 

 
 

INTRODUCTION 
 

 
 

1.1 Introduction: 
 

 
 

In machine learning approach defines a neural network has successfully been applied to analyzing 

visual imaginary. It has several applications in facial recognition and video analysis, recommender 

systems and  natural language processing. Here we demonstrate face detection and recognition for 

pedestrians by image processing. Face recognition is growing a multidisciplinary research area and 

it has spacious applications in the ground of security, identification and verification of a person in 

image.  Face  detection  and  recognition  define  biometric  software  application  which  is  able  

for incomparable identification and verification a person by comparing and analyzing patterns 

depend on person‟s facial  configuration. Facial  recognition  compares  the information  with  a  database of known 

faces to find the match. We have focused on pedestrians to identify and verify them from a source 

that provides digital images. 

In  recent  years  computer  based  face  recognition  is  an  advanced  and  reliable  approach  which  

is being  certainly  exploited  for  many  access  control  scenarios.  It  is  one  of  the  simplest  ways  

to separate  the  identity  of  each  other  in  the  face.  Human  facial  recognition  defines  a  

personal identification  or  authentication  system  that  uses  one‟s  personal  characteristics  to  verify   him/her 

identity. Basically the process of face recognition is based on two stages; one is face detection and 

another  one  is  face  recognition.  Facial  detection  refers  a  computer  technique  that  has  a  

several applications  to  identify  human  faces  in  digital  images.  Facial  recognition  is  usually  

worked  by using „prefect‟ data  of full frontal facial images.  Although,  in reality, there are enough 

situations where  full  frontal faces  may not  be available,  the imperfect  faces come  from the 

CCTV cameras introduce  the  case  in  point.  Hence,  by  using  partial  facial  data  as  probes  is  

still  largely  an unexplored area of research of the problem of computer  based  face recognition.  In 

this paper  we research the question that covers the idea of face recognition by using partial facial 

information. 

In this paper we introduce Haar-Cascade classifier based on Haar- Feature to detect object which an 

effective    approach    is    proposed    by    Paul    Viola    and    Michael    Jones    in    2001    [12].  
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In  this  paper  we  propose  machine  learning  approach where  a  cascade  function  is  trained  from 

a large quantity of positive and negative images. 

In this paper we obtain the facial recognition by using LBPH algorithm which is one of the simplest 

and  effective  approaches  for  recognizing  based  computer  vision.  Nowadays,  face  recognition 

becomes most challenging task because of accuracy and efficiency [13]. From the beginning many 

eggheads have developed various types of algorithms of face recognition including Sparse Coding 

(SC) algorithm [14], Local Binary Pattern (LBP) algorithm [15], Histograms of Oriented Gradients 

(HOG)  algorithm  [16],  Linear  Discriminate  Analysis  (LDA)  algorithm  [17]  and  Gabor  Feature 

algorithm  [18].  These  algorithms  generally  provide  a  range  50%  to  76%  of  recognition  face, 

comparing  with  these  algorithms  we  introduce  LBPH  algorithm  that  can  provide  about  90% 

accurate recognition [19]. 

 
 

 

1.2 Motivation: 
 

 
 

Facial recognition technology is being used in many sectors like as payments, improve security, 

criminal identification, advertising, healthcare etc. We want to use facial detection and recognition 

in traffic  system  for  pedestrians  for  decreasing  road accidents.  Road accident  is  a  big  issue  

in Bangladesh.  Over  2400  deaths  on  road  in  last  year,  it  happens  for  our  unskilled  drivers, 

unconscious  pedestrians,  and  poor  traffic  system  and  also  over  population.  We  know  our 

government has already taken many necessary steps to solve this problem but this problem still 

exists  in  our  country.  Sometimes  road  accident  can occur  by pedestrians  for  their  illegal  road 

crossing. Our proposed system is capable to detect that kind of pedestrians who crosses the road 

without  using foot over bridge to take them under punishment so that they can‟t do again. 

 

As for the purpose, we are extremely motivated to establish a system that detects and recognizes 

pedestrian faces to reduce deaths on road. 

 

 
 

1.3 Objectives: 
 

 
 

Our main concern about is to detect and recognize faces of pedestrians who are responsible for 

making bad use of traffic control system.
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We are attempting to construct a fast and efficient face recognition system that detects faces of 

pedestrians very quickly in disordered backgrounds. We want to minimize the effects of unwanted 

real time environment by using Haar-Cascade classifier. 

 

At  one time the  face detection  is  done; our  following  intent  is to train our  system with useful 

images. By using Local Binary Patterns for each image a feature vector is to be computed. With 

this  feature  vector  we  desire  to  label  the  target  images  using  Support  Vector  Machine  

(SVM) classification. 

 

Through our  proposed  method  we  want  to  reduce  road  accidents  caused  by illegal  moving  

of pedestrians. 

 

By adopting this proposal we can raise public awareness about traffic system and also increase 

consciousness of road crossing. By the establishment of our project we want to take suspicious 

pedestrians under punishment. 

 
 

Moreover, our main concern is to achieve a sound traffic control system and save the valuable lives 

of pedestrian. 

 

1.4  Expected Outcomes: 
 

 
 

Facial recognition is quickly adopted around the world. Nowadays for various security purposes 

facial recognition is used widely. Its popularity comes from the vast areas of potential applications. 

Some aspects come from our projects are given below. 

 

The system can be applied at busy places like traffic signals, airports, railway station for detecting 

pedestrians faces, when our system detect any suspicious faces it would be make an internal alarm 

or signal. 

The system  saves  the  valuable  life of pedestrians  who  are the  victim for  illegal crosswalk.  To 

develop our country our proposal would work efficiently. 

 

It completely reduces road accidents which are generated by pedestrians as well as it helps to teach 

them about awareness.
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1.5 Report Layout: 

Chapter1: Introduction 

 

We explain about introduction, motivation, objectives, expected outcomes and also report layout 

of our project in this chapter. 

 

Chapter 2: Background Study 
 

 
 

Background  part  of  our  proposed  method  is  discussed  in  chapter  2.  We  also  explain  

literature review, related works, argumentation of the problems and claims about our project in this 

portion. 

 

Chapter 3: Methodology 
 

 
 

In this chapter we include overall procedures that we have used to build this proposed system. 

Methods are explained here step by step. 

 

Chapter 4: Design Specification 
 

 
 

In this section we have discussed about the graphical interface and display to the users. 
 

 
 

Chapter 5: Implementation and Testing 
 

 
 

Our  empirical  results  are  shown  along  with  the  performance  analysis  that  is  achieved  by 

the proposed system. We have also covered results summary in this chapter. 

 

Chapter 6: Conclusions and Future plans 
 

 
 

In this part of the report  we have discussed about  conclusion and  future aims of our proposed 

system for pedestrians.
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2.1 Introduction 

CHAPTER II 

BACKGROUND STUDY

 

 
Pedestrians  recognition  based  on  face  detection  is  a  web  based  application  where  we  have 

developed the system by using OpenCV and python language. It enables to detect and recognize 

pedestrian‟s faces for identifying  and verifying  them and also it is used for many different issues. 

 
Some human facial features like mouth, nose, ear and eyes in a frontal image are called the face 

recognition system. For developing our system OpenCV is used for face detection. An open source 

computer vision library namely OpenCV is an open source platform that everyone can freely use 

the  library.  OpenCV  is  built  by using  of  C++  and  its  basic  interface  is  in  C++  but  there  

are capturing Python, Java and MATLAB. OpenCV, generally, may provide three methods for face 

recognition like as Eigen faces, Local binary pattern histograms (LBPH), Fisher faces. 

 

Face  recognition  process  is  categorized  into  two  steps  which  are  face  detection  and  face 

recognition. Its main concern is to raise awareness of the device of what a face looks like. Face 

detection generally holds some rules like position of nose, space between eyes, mouth and others. 

We collect and note information about the face position and size from an image or video stream. 

Some   particular   issues   are   faced   by  the   process   of   face   detection.   During   imaging   

for incommodious situation create a problem to differentiate foreground from the background. We 

use a larger and better training samples for the resolution of this problem. This proposed method 

based on the use of RGB camera without complex information and cannot distinguish a real face 

from a face printed on paper. In this cause, in this process, an ordinary camera cannot testify a real 

face. Face recognition process can be done by following the face detection steps. Face recognition 

is very convenient and simple to perform than iris or fingerprint recognition. 

 

This paper deals with the detection of face  by using Haar classifier and describes the accuracy 

gained by Local binary Patterns Histograms face recognition algorithm. The cascade classifier is 

learned  with  images  of  faces  and  images  without  faces.  If  Haar-like  features  are  found  after 

scanning    an    image    with    the    classifier    then    the    image    is    said    to    be    found.
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A method for face recognition is using Local Binary Patterns Histograms which focuses on the 

statement of the texture features and reflects the details of the characteristics exhibited by the face. 

 

In our proposed method when a pedestrians will come in front of our used camera then it detects 

his/her face and compare it with image database which is trained by our system. When any match 

can be found then it send the facial details of pedestrians into server. 

 

2.2 Literature Review 
 

 
 

Ilias  Maglogiannis  et  al.  [1]  developed  face  detection and  recognition of natural  human emotion 

using  Markov random fields  to  build an integrated system for  emotion detection.  Three  modules 

were  consisted  for  the  method  and  they  used  color  images.  For  image  segmentation  and  skin 

detection  they  used  Markov  random  fields  that  implemented  the  skin  detection.  They  were 

considered colored images of human faces as the training set. They used HLV color space of the 

specified eye and mouth region for the detection and extraction of eye and mouth. They used edge 

detection and measured the gradient of eyes and mouths regions. Their proposed method consists of 

two main parts. Face localization for finding face candidates detect skin regions that possibly hold a 

human face.  Their  proposed method had  a segmentation technique that  transformed  images  from 

RGB  to  YCbCr  color  space.  Their  skin  detection  algorithm  was  emerged  on  statistical  image 

processing model through the use of Bayesian estimation. A Markov random field and MRF image 

segmentation was used by them.  Whereas a MRF is a non-casual model, they used MRF for skin 

detection. Skin detection rate 96.24%,  Face detection (eyes and mouth) was 84.97% and emotion 

detection and recognition was 96.68% they gained by experimenting their proposed method. 

 
 

Shonal  Chaudhry  et  al.  [2]  Chandra  proposed  a  face  detection  and  recognition  method  in  an 

unconstrained  environment  for  mobile  visual  assistive  system.  They  had  noticed  that  the  main 

material  is  the  intelligent  systems  module.  They  developed  their  proposal  by  using  CNNs  or 

Cascade Classifiers  based on the performance.  They employed  with Cloud-based Support  system 

for  computing the  features  in periods  of learning  the selected  smart  system.  They discovered  the 

visual assistive system which implemented for low end mobile devices that feature input camera. In 

day light condition, the highest performance gained by the detection module by using CNNs was 

94.64%  but  lower  performance  in  other  lighting  condition.  Similarly,  they  obtained  maximum 

performance of 80% by the recognition module when they used CNNs which face images had poor
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lighting. 

 

 
 

Tomas Markciniak et al. [3] implemented the influence of low resolution of images on reliability of 

face detection and recognition to experiment authenticity of the real time system, face detection and 

recognition  from  low  resolution  images.  They  used  mathematical  morphology  operation,  which 

indicated  that  the  presence  of a  face  in  the  image.  They had  applied  geometric  models  and  

they obtained  face  location.  Also,  they  had  used  Haar-like  features  for  face  detection.  It  was  

build depend  on  the  target  detector  which  is  proposed  by  Paul  Viola  and  Michael  J.  Jones  

and  then upgraded by Rainer Lienhart and Jochen Maydut. They had worked in MATLAB 

environment, for recognition they had applied an algorithm based on principle component analysis 

(PCA). They had experiment the detection rate at 70-90% for 640 x 480 image resolution,  also the 

recognition rate was 75% for 256 x 256 pixels resolution. 

 
 

H.  Zhi,  S.  Lui  et  al.  [4]  had  proposed  face  recognition  based  on  genetic  algorithm  to  raise 

information security. They focused on identity identification to ensure the security in the areas of 

finance,  national  security and  justice  and  so  on.  They extracted  the  main  components  of genetic 

algorithms like coding mechanism, fitness function, genetic operators and control parameters. They 

had used PCA algorithm for an effective face recognition model. Also they applied SVM to realize 

classification.  They had  experiment their  proposed methodology on a  face database named CAS- 

PEAL and their model obtained around 99% recognition rates. 

 
 

Kapil  Juneja  et  al.  [5]  proposed  a  LBP  pattern-processed  Log-Gabor  filter  for  expression  and 

illumination robust  facial recognition to  promote the accuracy of facial recognition system.  They 

applied the median filter in the pre-processing period to cure the noise influence and to substance the 

additional features. They had generated the pattern region by applying weighted LBP filter on 

smoothen face. They had applied frequency and angle-based Log –Gabor filter on LBP  weighted face 

and they had generated robust pattern-feature set. They had used PCA based formulas on the training 

set of faces to recognize face image. They had experimented with ORL face dataset which includes  

typically  three  sample  sets  of  expression  and  illumination  affected  images.  They  had achieved  

the  accuracy  of  90%  by  using  proposed  pattern-feature-based  method  in  these  three sample                                                                                                                                              

sets.
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G.  Niu,  Q.Chen et  al.  [6]  had proposed  learning  on video  frame-based  face detection method for 

improve  security  fields.  Their  proposed  methods  had  maintained  a  set  of  detecting  faces  from 

video. They had applied libfacedetection for detecting faces from each frame. A deep learning tool 

i.e. dlib library was introduced by them in their system. They had applied dlib library for aligning 

faces  and  for  extracting  the  feature  values.  They  had  applied  Gaussian  Mixed  Model  (GMM) 

clustering algorithm to train and test  images for their  system. They had  covered their experiment 

through using two of their created database, named FMedia dataset had 2500 images and Masknet 

dataset had 600 images. And they gained a good real-time execution in accuracy and speed. They had  

mainly  focused  for  improving  security  issue  by their  system  which  helped  them  to  make  a 

difference between normal and abnormal face. 

 
 

Jei Yang,  Xufeng  Ling  et  al.  [7]  had  proposed  a face  detection and  recognition  method  in color 

image  series.  They  had  used  UCS  (uniform  chromatic  scale)  color  system  for  skin  detection. 

They had  applied  support-vector-machine  for the verification of face  image.  They had  used  GST 

(generalized symmetric transform) for localization of human face depended on geometric features. 

They had  used  about  4000  color  face  images  from  SJTU  face  database.  They had  achieved  

face detection  rate  at  97.2%  in  controllable  lighting  condition.  Also  they  had  showed  a  high  

face recognition rate at 98.3% by their proposed method. 

 
 

Indrasom  Gangopadhyay  et  al.  [8]  had  experimented  face  detection  and  recognition  by  Haar- 

Cascade classifier, Eigen faces and LBPH Histograms. They had developed face detection process by 

using Haar Classifier. They had used two algorithms for recognizing face image such that LBPH 

algorithm and Eigenfaces. They had worked at Python IDLE 3.7 environment as well as they had used  

SQLite3  database.  They  had  obtained  detection  rate  around  99.2%  from  still  images  and 

98.7%  from  video  streaming.  They  had  gained  around  99.1%  recognition  rate  from  images  or 

videos by using Eigenfaces. Also they had used LBPH algorithm for facial recognition and carried 

out the recognition rate about 99.3%. 

 
 

Muhammad Sajjad et al. [9] had proposed a face detection and recognition framework for focusing on 

intelligent security in law enforcement services. They had developed a cost-effective and energy 

efficient model based on facial expression analysis. They had captured images by using Raspberry
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Pi camera and used Viola Jones algorithm for detecting face from images. Their proposed method 

holds some features and extraction with the help of Gabor filter also they had used SVM classifier. 

Their  trained  approach  was  used  to  predict  the  sentiment  of  individual  face  image.  Three  

public datasets  named  CK+,  MMI  and  JAFEE  were  used  by  them  and  they  gained  a  good  

average accuracy rate.  They had  completed  whole  analysis  based  on SURF,  SIFT  and  ORB  for  

accurate recognition. 

Helei  Sun  et  al.  [10]  had  proposed  a  fast  face  recognition  system  based  on  LBP  on  Symbian 

platform.  They  had  implemented  their  project  by  using  Local  Binary  Pattern  histograms.  For 

detecting  face  they  had  used  AdaBoost  algorithm.  They  had  extracted  several  features  for  eye 

location, geometric normalization and  illumination normalization. They had proposed a rapid eye 

location approach called ER (Eyeball Search). They had  improved LBP algorithm in their project for 

face recognition. They had only used images with size 240 x 320 and had taken 300 images for testing 

their methodology. Their proposed system could process about 2.5 frames per second and it had an 

average accuracy rate at 87.78 %. 

 
 

Zhuolin Jiang et al. [11] had proposed an application based on Class Consistent K-Means to solve 

recognition problem by generating discriminative visual word. They had applied CCKM clustering 

algorithm  and  voting  based  clustering  algorithm  for  developing  discriminative  tree  classifier 

learning.  They  had  used  holistic  random-face  features.  They  had  compared  the  performance  of 

CCKM  method  recognition  rate  with  KM  method  and  also  they  had  applied  support-vector- 

machine (SVM). In their proposed model they had achieved around 91% recognition rate by using 

CCKM method whereas they gained only 85% by using KM method. 

 
 

 

2.3 Comparative studies 
 

 
 

Facial images are concerned  for face recognition.  Multiple algorithms have been established to 

resolve the face identification problem. We can identify one of the earliest work was that Savvides 

et al. In their proposed method they experimented on several facial areas to build quantifiers with 

discriminative capability. For feature extraction depend on gray scale pictures the method of kernel 

correlation  filters  was  utilized  to  decrease  image  degree.  Because  of  the  separation  between 

different  facial  features  they used  Support  Vector  Machines  (SVM).  In their  experiment,  they
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tested only three basic fields of face are eyes, nose and mouth. They gained experimental result and 

suggested that the eye side has a sublime authentication degree by comparing to the mouth and 

other areas. 

 

In an analogous way He et al. [20] discovered a  method named the Dynamic feature Matching 

(DFM)  for  partial  face  recognition.  They proposed  a  method  emerged  on  Fully Convolutional 

Networks (FCN) with sparse representations. They used FCN to substance features among many 

pictures which has the ability to  show  more discriminative  features.  They proposed  VGG  face 

model  for  transferring  features  to  FCN.  Their  proposed  method  gained  good  classification 

accuracy. 

Besides, various robust  face recognition methods had been proposed due to assign the aims for 

face  recognition  due  to  face  imprisonment  in  miscellaneous  scenarios.  In  [21],  Long  et  al. 

developed subclass pooling for classification (SCP) to solve the double imprisonment problem. 

They  used  bounded  data  in  a  training  set.  In  their  proposed  system  they  used  a  fuzzy  max- 

pooling method and they also used the average pooling schemes. They gained a better result that 

shows a remarkable margin of performance of their system. 

 

Nowadays, Lahasan et al. [22] proposed a framework called as the Optimized Symmetric Partial 

Face graph (OSPE)  for facial identification within various situations. In their proposed method 

they used  some cues that consists obdurate face,  facial manipulation,  and  variation of flaming. 

They introduced partial facial data by which they gained results of their experiment that shows 

some progresses in face recognition rates. 

 

In addition, Daun et al.  [23] discovered a system named Topology Preserving Graph Matching 

(TPGM), in order to improve the recognition method by using incomplete images of faces. They 

developed the process founded on the Geometric graphs, to present faces and gallery faces. They 

minimized geometric and textural cost of function by using TPGM. They used four face databases 

to  gain the  expected outcome  of their  proposed  method.  They achieved  better  performance on 

facial recognition from those databases; it also proved that their invention omitted other state of the 

art approaches at the time. Likewise, Cai et al. [24] proposed a facial variation modeling system for 

sparse representation for face  recognition.  They  developed  their  proposed  method  depend  on  

a  single  sample  face.
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They notified the facial transmission towards different neutral, front of faces from diverse facial 

angle  view.  They  performed  face  recognition  for  single  image  face  recognition  problem  and 

showed that basic improvements can be achieved. 

 

Another volume of face recognition tasks which is in this part was developed by Li et al. [25]. They  

developed   their   method   to   recognize   human   faces   in   frontal  views   with   different 

illumination, disguise and occlusion. They developed a new technology to recognize human face 

which essences  a  dynamic  subspace  from pictures  and  they gained  the  peculiar  areas  for  each 

matter. They represented a property of discriminative element for those areas. 

 

They had used the K-Nearest algorithm (K-NN) [26], because of giving identification protocol to 

categorize faces images. Both public databases ORL and Extended Yale B were used where they 

applied  their  proposed  method.  They also  used  partial  facial  laws  for  recognition  human  face 

images and results described that their recognition rates was better. 

 

At  present,  Peng  et  al.  [27]  proposed  a  method  named  Locality  Constrained  Collaborative 

Representation (LCCR)  to  improve  elimination of representative  pictures.  They applied  LCCR 

that have five distance measures with different databases. In their proposed technique three basic 

facial features have been used such as right eye, nose, and mouth with whisker by distinguishing the 

main pictures. Their experimental results indicated that they gained a high recognition rates from 

the right eye, mouth and whisker by working with LCCR and City Block Distance measures. 

 

Nevertheless,  in  recent  years  the  performance  of proposed  methods  declines  remarkably when 

dealing  with  acute  occlusions  in  a  face.  Several  previous  discussions  indicate  that  in  facial 

recognition,  closeness  appears  to  be  a  key recognition  factor.  The  rate  of  closeness  of  image 

changes when the target face image is partial occluded, with expressions and with the age of the 

subjects. 

 

2.4  Challenges 
 

Our project “Pedestrians detection based on face recognition” is very  challenging work  for us. 
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In our system we have to detect pedestrian‟s faces and recognize them as well  as show all the saved data about 

them which is very challenging for us. To recognize a person in a proper way we need to train 

his/her image perfectly which is more challenging for us. 

 
 

Requirements 
 

Creating  a dataset  by saving  captured  images was trained  firstly to  recognize a  match  of face. 

Showing persons proper information which is detected is so challenging that we had needed the 

proper face features for detecting. Server controlling which contains a lot of information was much 

challenging for us. 

 

Time Scheduling 
 

Time scheduling refers a set of techniques used to develop and offer schedules that says when the 

whole work will be done. Our main concern was about time scheduling to complete this project in 

the meantime. If the experiment was not prepared on time it will be a big trouble for us. We divided 

our project working time and project work among us to complete whole projects. 

 

Cost reducing 
 

Every decision in project development affects cost so it was another challenging task to reduce cost 

and increase our profits. 

 

Increasing Communication 
 

During the time of developing our project we had faced many questions. For achieving solution we 

communicated with supervisor and co supervisor. In this case, increasing communication, it was 

little challenging for us. 

 
 

 

Skills for the projects 
 

Required skills to complete our whole project work were taken properly.
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3.1 Introduction: 

CHAPTER III 

METHODOLOGY

 

 
In previous chapter we discussed about the related works of face detection and recognition system. 

We have also explained about some difference types of procedure that were used in pervious. In 

this chapter we will discuss about our procedure that we have used to develop this system. When 

we study about related works of our system then we came to know about some difference algorithm 

which  can  be  used  for  developing  face  detection  and  recognition  system.  After  that  study 

we decided to select a specific algorithm. We have used Haar cascade classifier for detecting face 

and Local  Binary  Patterns  histogram  (LBPH)  algorithm  for  recognizing  the  face.  We  will  

discuss briefly about our used algorithms in the net part of this chapter. 

 

3.2 Methodology: 
 

 
 

In our system we have to detect faces and recognize them. So when pedestrians come in front of the 

camera  then it detects his/her face‟s  portion  and compares  it with  image  database. If detected image and database 

image match, then his/her details will pass into server. For creating database we have to train those 

images along with this system. For completing whole system we need to cover following steps:
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Figure 3.1: Structure of face detection and recognition using openCV 
 

 
 
 
 
 
 

Our whole system worked with 4 main Steps which are given bellow. 

A. Face Detection 

B. Train stored data 

 
C. Face recognition with Local Binary Patterns Histograms (LBPH) algorithm 

 
D. Data passes in server. 

 

 
 
 
 
 

A. Face Detection: The objective  of face detection means find the faces from a person‟s full image or 

from videos. The faces are detected by the using of Haar cascade classifier. Haar 

cascade algorithm has 4 steps: 
 

1. Haar features selection 

 
2. Creating integral image
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3. Adaboost training 

 
4. Cascading Classifiers 

 

Detecting  face  this  algorithm  needs  a  lot  of  positives  and  negative  images.  Positive  images 

which  is with  faces  and  negative  images which  is without  faces.  These  images  are  needed  

to train the classifier. Haar feature works with adjacent rectangular region at a specific location in 

windows.  It  calculates  the  sum pixel  intensity of  every territory and  finds  the  verities  among 

these sums. 
 
 
 
 
 
 
 

 

 
 
 

Figure 3.2: Cascade Classifier [28] 
 

For making this system super-fast internal images are used. There can be thousands of features. For 

this reason Adaboost is used to find best feature and classifier is trained by Adaboost to use them. 

 

The cascade classifier has a collection of stages and every stage  is full of weak  learners.  Weak 

learner which is also simple classifier and it‟s called decision stumps. A technique called boosting 

that is used to train every stage. Boosting takes weighted average of decision which is made by 
 

weak learners. It has ability to train most accurate classifier. Every stage of the classifier labels the 

territory   is    the    present    position   of   sliding    windows.    It    may   positive    or    negative.



16  

©Daffodil International University 
 

 
If positive then object was found .if negative then object was not found. When label is negative, 

the classification  of the  region  is  complete.  Then  detector  passes  windows  to  the  net  position. 

Otherwise the classifier passes the territory to the net stage. The stages discard negative sample as 

soon as possible. A set of positive and negative images are needed to train cascade classifier. 

Mathematical equation of haar cascade classifier can be written as: 

 

Sum = I(C) +I (A)-I (B)-I (D) 

 
Here A, B, C, D are parts of the integral image I. 

 

B: Train stored images: This is one of the most important part. It is very essential to create a 
 

database of  images  in”.yml”  file  which  are trained by  the machine.  Comparing  with  the trained 

data a face will be recognized. 
 

 

C: Face recognize with using LBPH: Now see Local binary patterns histograms algorithm steps: 
 

 
 

1 Parameter: Local binary patterns histograms algorithm takes four parameter which are: 
 

 
 

A. Radius: For building the circular local binary patterns the radius is used. The radius around the 

central pixel is represented by it. Normally its value is 0. 

 

B: Neighbor: Sample point is essential to build circular local binary patterns. Its value is normally 
 

8. 
 

 

C. Grid X: Some amount of cells in horizontal direction. If more cells then more finer grid and 

the resulting feature is higher dimensional. It value is also 8. 

 

D. Grid Y: Some amount of cells in vertical direction. More cells, more finer grid and resulting 

feature is higher dimensional. Most of the times it is set to 8. 

 

2. Training Algorithm: At first we need to train the algorithm. We need to use dataset which is 
 

used for recognize. Also  there is another thing needed which  ID for each image. Same  person‟s 

images must have same ID.
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Figure 3.3: Training dataset 
 

3.  Applying LBP operation:  This  is a computational step.  Creating intermediate  image  is the 

first  computational  step  which  describes  the  original  image  in  another  way with  using  facial 

characteristics that is better. This algorithm uses the idea of sliding windows with using Radius and 

Neighbor. 

 

If we describe  step by step then it will  more understandable. So let‟s break it into some steps: 
 

 

   This algorithm breaks an image as some grid and also matrix .Each of this grid and 

matrix is 3x3 pixels. 

   Take middle value of the matrix and use it as threshold. 

 

   For each of 8 neighbor of threshold, set a new binary value. 

 

   Put 1 for equal or greater than threshold and 0 for smaller than threshold. 

  At present Matrix is full with just binary number. 

   Concatenate value of matrix line by line for every position 

 

   Convert binary value into decimal and put it as the central value of matrix. 

 
Now get a new image of original image with better representation of characteristics.
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4. Extracting the histograms:  By using Grid X and grid Y it breaks into grid .each histogram 

have only 256 positions. It represents intensity of each pixel. Then concatenate every histogram for 

creating new and large histogram. The characteristics of original image are represented by final 

histogram. 
 

 
 

 
 
 
 
 

Figure 3.4: Extract histogram from original image 
 
 

 
5. Performing and recognition: 

 

In this step, algorithm has been trained. Every histogram is created for representing each image 

from database. If we give new image again as an input, we perform the steps again and create new 

histogram for representing database image. So for finding the matching image we need to compare 

two histograms. Then it returns an image with the nearest histogram. We may use different kinds 

of law to find the difference between two histogram like as Euclidian distance, chi-square etc. Here 

we can use Euclidian distance to  measure distance between two  histograms.  The output of the 

algorithm is Id from the image with the nearest histogram and return measured distance. Measured 

distance can be used as Confidence measurement. Here lower confidence means distances between 

two histograms are closer. So, lower confidence is better than higher confidence. Now we can use 

threshold  value.  Face  recognition  will  fully  successful  if  confidence  is  lower  than  threshold.
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D. Data passes on server: 

 

We have to collect some detail about a pedestrian and put it in database with the reference of user 

ID which is unique. When system recognizes a person then it goes to database and find out the 

detail about that recognized person. Here we have created a web app using Django framework. This 

is one the most popular framework of python. 

 

3.3 Data Flow Diagram: 
 

 
 

 
 

 
 

Figure 3.5: Data flow diagram of whole system 
 

 
 
 
 

Description: 
 

In our system, Data is passed according to fig [5]. Camera detects face from video capture and 

covert face image into matrix. Then it does face clustering and store faces on database. Then it 

recognizes face with comparing. When match occur, then it passes data about the recognized 

person on server.
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CHAPTER IV 
 
 

 

DESIGN SPECIFICATION AND RESULT 
 

 
 
 
 

4.1 Front-end design: 
 

 
 

The Admin will put specific user id for each user to train his/her image. This user id needs to 
 

accurate identification of  user. Don‟t  put same user id  for  more than one user. Admin  also 

take100 images of one user for training and all images will be putted under one user id. 
 

 

 
 
 
 
 

Figure 4.1: front-end design 
 

 
 

4.2 Back-end design: 
 

 
 

Table 4.1: Design of database 
 

 
 
 
 

User ID                                           Name 
 

 

6629                                                A S M Nasim 
 

 

6644                                                Nazmul Hasan Nahid 
 

 

6654                                                Sanjidul 
 

 

5287                                                Ahsan hasib
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6641                                                Patho Ghosh 

 

 

6662                                                Shakib Hasan 
 
 
 

 
When our system detect  faces for training admin has to give unique ID and  name to store data 

about detected persons. And In our database it is stored like as table.1. 

 
 
 

4.3Experimental result: 
 

 
 

The experiment was executed by using PyCharm on windows 10 operating system. SQLite3 is 

used for data storing. In figure.7 two images of faces which are different in expression that are 

detected successfully. 

 

 
 
 

Figure 4.2: Detection of multiple faces 
 

 
 
 
 
 

The process of detection is executed by using video recording. In the next step detected area of 

image is cropped and stored in database as dataset with a unique user ID. In figure.8 is shown the 

image                                                                                                                                       dataset.
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Figure 4.3: Image dataset 
 

 
 

The next part is to recognize face. For recognition is compare two histogram and return closest 

histogram with the user ID. Then system brings the Name from database that is stored in database 

with unique user ID. 

 

 
 
 
 
 

Figure 4.4: Recognition of multiple faces
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4.4 Implementation Requirement: 
 

 
 

When we started to implement this project, it was very new to us. That was hard to cover up this 

challenge.  For  implementing  some  cameras  need  for  detection  and  recognition  and  need  a 

computer to implement the code. We need to set those cameras under the same Wi-Fi network. 

Besides it requires some soft skills. 

 

a.   Python 

b.   OpenCv 

c.   Django framework 

d.   HTML 

e.   CSS 

 
f.    SQlite3 

 

 
 

The database handling should be careful so that database is not being heavy for data redundancy.
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CHAPTER V 

IMPLEMENTATION AND TESTING 

 

 

5.1 User Registration with face detection 
 

 
 

For face recognition, at first we have to register user with detecting his/her face using camera. By 

putting unique user ID an image is separated from another image. 

 

 
 
 
 
 

Figure 5.1: Registration using face detection 
 

 
 

5.2 Implementation of database 
 
Database contains a set of images and person name of each image along with user id. Database 

will be dynamic in future. Table 5.1: Simple database of stored data 

 

 

User ID                                           Name 
 

6629                                                A S M Nasim 
 

 

6644                                                Nazmul Hasan Nahid 
 

 

6654                                                Sanjidul 
 

5287                                                Ahsan hasib
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5.3 Training data 
 
 

Trainer create .yml file. This file contains all the matrix of each image. This matrix is used for 

comparing images. 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 5.2: Matrix of dataset in YML file
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5.4 Testing implementation: 
 

 
 

Testing part is so excellent experience for us. In this part we take 150 picture for each person with 

many  facial  expression  for  finding  the  weakness  of our  system.  But  our  system gives  us  

very brilliant result. It can detect multiple faces in one frame and can successfully recognize 

multiple 

faces in one frame. It can – 
 

a.   Detect faces 

 
b.   Recognize faces 

 
c.   Give Detail of a person who is recognized 

d.   Add new user with putting new user ID. 

 
 
 

 
5.4.1 Acceptance Test 

 

 
 

This test case is better than other related software which can detect and recognize faces. 
 

 
 

5.4.2 Test result and report 
 

 
 

All the tested value was positive. We need to focus on graphical interface our system. 
 
 
 

5.4.2 System testing 
 

 
 

The  beta  testing  result  was  very supportive.  End  users  will  understand  the  system  easily  

and acknowledgement will be positive.
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CHAPTER VI 

CONCLUSION AND FUTURE PLAN 

 
 
 

6.1 Discussion and Conclusion 
 

 
 

Human face recognition has significant uses in law enforcement and justice solutions by getting 

one  step  ahead  of the  ever  advancing  criminals  in  the  world.  Facial  detection and  recognition 

system includes software solution for global law enforcement agencies to provide human safety. 

Facial recognition system has sufficient use for proper detection of terrorists and protects criminal 

attack  in  Homeland  Defense.  Proper  use  of  this  system  can  be  seen  in  airport  and  other 

transportation  terminal  security.  Facial  recognition  system  can  improve  the  effectiveness  of 

immigration and customs personnel. The financial service areas have a great concern of security 

system. Human face detection and recognition system increases the security in financial service 

sectors. 

 

We develop facial recognition based on face detection for pedestrians. Our main aim is to detect 

and recognize pedestrians who are responsible for avoiding traffic control system. We are eager to 

develop a fast and efficient face recognition system that detects faces of pedestrians very quickly 

in disordered backgrounds in anywhere on road. We can reduce road accidents caused by illegal 

moving  of pedestrians  by using  our  proposed  method  as  well  as  our  aim  is  to  increase  

public awareness, human safety and law enforcement by adopting our proposal. 

 

6.2 Future scope 
 

Some of the work we  have  finished  but  we  have  a  future plan to  develop this  system is  more 

reliable, understandable and user friendly. To  achieve  the goal we  have  to do some work  that‟s 

are- 
 

 

a.   Develop a beautiful graphical user interface 

b.   Work more with database
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c.   Develop dynamic web application 

d.   Create authentication to use
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