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ABSTRACT 

DIUbot is a research-based project targeted to propose and implement a chatbot for 

DIU. At present, it’s key focus is to provide support for DIU admission section. System 

take a question as an input and return an answer relevant to that question. For the sake 

of the research frequently asked questions were collected from DIU website and were 

used as the dataset of the project. Questions and their relevant answers were tokenized 

first and then stop words were removed. After that each sentence was converted into 

vector using word2vec method. Various similarity algorithms were studied and finally 

cosine and TF-IDF were implemented to match the best similar question with the given 

input. Index of the answer from selected question was defined and return as an output. 

Whole project was done by using Google Colab and no interface has been developed 

till now.  
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

A chatbot is a piece of software that conducts a conversation via auditory or textual 

methods. Domain specific chatbot is a chat bot for only one specific domain like selling 

products or communication with customers. We are in the age of 4th IR (Industrial 

revolution) which is the current and developing environment in which disruptive 

technologies and trends such as the Internet of Things (IoT), robotics, virtual reality 

(VR) and artificial intelligence (AI). Chatbot is one of the implementations of AI. In 

other way chatbot can be defined as an alternative of a reception employee. Today many 

international organizations are typing to upgrade the concept of automatic replying 

digital agent. Google, Facebook, Amazon are very much familiar for 4th Industrial 

revolution. Such big companies are trying to do the domain specific chatbot for 

different purposes to make our day to day life easier. In this thesis we are going to make 

a domain specific chatbot for the specific domain “University Admission Information”. 

1.2 Motivation 

Daffodil International University is using “Pure Chat” which is not perfect for students 

and guardians. We asked some questions from different user’s device and the result is 

quiet depressing. The chatting system replies and gives us website link rather than 

straight and accurate answer. Being a user, this is not expectable to any query-answer 

system from where I need to go to a website and find my answer on my own. During 

office hour chatting system reply within some seconds, but after office hour chatting 

system delays the reply. In this situation, any user won’t be interested anymore to know 

the answer to the queries. 4 test case shows that the average replying time is (3+2+3+ 

(3600*10))/4 =9002 seconds. This is a very slow average response time. 
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1.3 Rationale study 

The problem can be solved by using a chatbot system which can make real time 

response more accurately. chatbot system can save a lot of budget for any university. 

We decided to develop the chatbot for admission sector of Daffodil International 

University. There is no requirement for any heavy weight device to develop the system. 

So, this is going to be much economic and useful for our University. 

1.4 Research Question 

For the purpose of the research following research question have been observed: 

1. What are the methods used for chatbots? 

2. Is it possible to make domain specific chatbot? 

1.5 Expected Outcome 

Our expected outcome is to make a chatbot system which will be able to recognize the 

user's question and reply with accurate and specific information regarding the 

university. This chatbot is not 100% perfect but we are trying to make this chatbot 

perfect. Response time is very low that means the chatbot is very fast. The chatbot can 

reply 24/7, which can make more opportunities for any university admission sectors.  

1.6 Report Layout  

This report is divided into 5 chapters. 

Chapter 1 is all about the introduction part. Where we discussed the motivation of this 

project and why we are doing this project. Besides we are discussed about the expected 

outcomes and the report layout of this report. In a word   chapter 1 is the introduction 

of this project. 

In Chapter 2, we discuss about the related works and scopes of the project including 

summarizing related work.  The challenges we face in this research are briefly discussed 

here. 

In Chapter 3, we directly focused on the research subject and Instrumentation. 
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Data collection and their statistical analysis are presented with proper diagram.  

Implementation Requirements are represented here with exposition.  

In Chapter 4, descriptive analysis with experimental results are the key topic in this 

chapter. We tried to represent all of the test data and its result with easy understandable 

figures. 

In Chapter 5, we discussed the future work and limitations of the project. Full project 

summarization and recommendation are mentioned here also.   
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CHAPTER 2 

 BACKGROUND  

2.1 Introduction  

In this chapter, we are going to describe several important facts like related work with 

our project. There is some research work related to our research. We will review those 

papers in 4 parameters. Algorithm, accuracy, data collection, and the domain in which 

the research based on. Then we will summarize those researches in order to find the 

most related work here. After that we will describe some scopes for our research. As 

there are many scopes in our research work and we are researching a new topic we had 

some challenges. Various types of challenges we had to deal with. At the end of this 

chapter we will give a small brief of those challenges.  

2.2 Related Work  

Liu et. al., presented in their work a novel way of designing an agent based chatbot 

which is domain specific and can learn from mobile. In this work for extending the 

DeepQA on any domain establish a domain-specific gate using k-mean algorithm. The 

DOGDeepQA is designed as the combination of both subjective and objective 

perspectives and constructing a domain-specific corpus to accelerating the 

effectiveness of chatbot. Dataset included with 150 queries and expected answers. The 

queries were inputted by participants from a particular course exam of an educational 

institute. Answer was selecting through the process of discrimination using K-means 

clustering based on domain-specific definitions where the response rate was 

approximately 96% for 50 users [1]. 

Sinha et. al., discussed in their work a novel way that how to make knowledge of a 

chatter robot from documents. Dataset contains around 1000 pairs of questions and 

answers (800 pairs training data and 200 pairs testing data) from different data source 

and also manually which was pre-processed under many different packages like regex. 

That was employed a well-known unsupervised clustering approach namely K-means 

algorithm where the response rate almost satisfactory. Its responses with 60.10% 

accuracy [2]. 
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Ghose. & Barua., presented in their study about the implementation of topic-specific   

Undergraduate Advisor chatbot based on NLP for a particular purpose of information 

student information desk using the semantics of Alice CodeBase.  Dataset was collected 

with a survey of students of particular course. The evaluation of the bot‘s performance 

presented with two parameters; Satisfactory and Unsatisfactory.  For different 

Conversation Context there are various Accuracy, for Admission info 70% Satisfactory 

and 30% Unsatisfactory, for Course info 80% Satisfactory and 20% Unsatisfactory and 

for Faculty info 60% Satisfactory and 40% Unsatisfactory [3].  

Ahmed Fadhil presented the challenges based on a question that can a chatbot 

determine my diet for a chatbot application. This system designed with some proper 

frequent steps to meet the goal. A study on BotAnalytics [4] shows that only 60% of 

users are continuing their conversation for the second message and another 75% are 

continuing their conversation for further. Based on this study, an investigation has been 

done for meal recommendation and also for lifestyle promotion on the performance of 

chatbots activity [5]. 

Kar. & Haldar., presented their works on the application of chatbot to the internet of 

things that specially described about the opportunities and architectural elements. Study 

shows that there some chat interfaces are being used in Instant Messaging (IM) 

platforms like Slack, Facebook Messenger, Kik, Telegram etc those are very popular 

and growing rapidly. Moreover, this study shows how the top ten messaging platforms 

alone account for about 4 billion users. So, the worldwide demand of chatbot 

accelerating the invention with the more user-friendly applications and specific purpose 

chatbots [6]. 

Arruda et. al., presented in their work which was about a chatbot for goal-oriented 

requirements modelling where described about a possible solution by supporting 

requirements elicitation for sudden requirements engineers with the implementation of 

NLP with the context of the KAOS goal-oriented requirements engineering method 

within a chatbot. KAOSbot services through a graphical interface which identifying the 

proper Goals and trying to fulfil expectations based on provided requirements with the 

process of NLP techniques. In the process of transforming used syntactic tree, the 
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Stanford CoreNLP library and the parsed tree for the identification of syntactic patterns 

to convert the finalized tree. The result of quasi-experiment is about 0.862, that 

response is satisfactory [7]. 

2.3 Research Summary 

So, it has been noticed that a great deal of research has been done on point displaying 

for making a domain specific chat bot using various types of Natural Language 

Processing (NLP) related techniques and algorithms including unsupervised clustering 

approach namely K-means algorithm, syntactic tree, the Stanford CoreNLP library, 

parsed tree and syntactic patterns. The vast majority of them utilized the greatest 

measure of foundation data as training data and the remainder of the data as test data. 

Finally, the two sorts of data yield a definitive outcome is produced with the help of 

proposed classifier model and most of the result is in satisfactory level. 

2.4 Scope of the Problem   

Chabot is used in several domains but education.  Education is one of the basic needs 

of anyone. All over the World the education sector is focused and so many 

organizations are trying to improve the quality of education. Technologies help us to 

increase the efficiency of education. Chatbot will also boost up technological use of 

robots in education. Again, there is very few chatbot available what are able to work in 

a domain specific way. As there are very few domains specific research, this is a 

significant and worthy scope of the problem.  

On the other hand, there is no complete Chatbot developed in Bangladesh. There are 

many universities in Bangladesh and they are using traditional methods to communicate 

with new clients. Already it is mentioned that it takes a lot of time to reply to the client. 

It takes almost 3 hours which is very depressing for any client. Every corner of our day 

to day is enriched by using technology in communication what is very good news but 

we did not develop any chatbot for education sector. Being more specific, admission 

sector is an important part for every student and universities. It is not possible for 

everyone to go to all university and collect information about his/her admission. 

Though websites made easy this task, it is hard to find all necessary information in a 

very short time. Regarding this problem chatbot is the only solution. Admission sector 
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will be more accurate and time saving for both students and universities. As this is a 

domain specific chatbot and there is no work about domain specific chatbot we are very 

much focused to solve this problem by chatbot.  

2.5 Challenges   

Data collection  

Data collection is a tough task for every research work. Sometimes, data collection 

become the base of research work. It was a very challenging work to fix what type of 

data is appropriate for this research work. Questions and its answers collection is a 

difficult task for us, because we collected it from different websites types of question 

here. The whole research depends on this data set so if we make the data set with some 

wrong data it would effect on the final result of this research. 

Making Language Compatible with system  

The most difficult part was to make words of the questions and answers compatible 

with the system. As we are working with English language, there are some similar types 

of word sets in the database. The meaning of a single word and the meaning of the 

whole line is quite different. We have searched a lot to find a way out. But English has 

many similar meaning words. English also has a very critical grammatical structure. 

All of this makes the research difficult. But we take help from our teacher and some 

NLP book where we got to know how the system works, such as how the system know 

that clients want to know about any specific course. At the day's end we made the 

language compatible with system accurately. 

Model Selection  

Model selection was confusing, because we do not about the appropriate model for this 

research work. We had to test lots of model to find the appropriate one. In any research 

project success depends on the model selection and its data sets. The accurate and right 

choice will lead you to your goal very fast and the wrong choice will ruin it, which is 

why it was very sensitive task for us from the beginning. We test again and again with 

different types of model in order to find the best model, which means the model will 
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work as we wanted. Most of the research recommended an optimal model for a specific 

task. After lots of test cases we find the model working with my project. 
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CHAPTER 3 

RESEARCH METHODOLOGY  

3.1 Introduction  

In this chapter, we will describe our research methodology and working procedures. 

Tools for research project are described here also. Data collection, data pre-processing 

and their implementation will be described all over the session. Topic, will be discussed 

in this season. One of the important parts of this project is research instrumentation that 

means the methods of data collection and the key factors collection for the research. 

We have described it step by step with proper diagram included.  

3.2 Research Subject and Instrumentation 

Data for the domain 

Every domain has its own types of data. Like that, our domain is also having some data 

types. We needed a dataset. The dataset must contain questions and answers. Our 

domain is education, so the fact is to make the dataset useful. We need to collect lots of 

questions because our this chatbot must be ready to answer all types of questions which 

are related to admission sector, such as questions about teachers, questions about 

students, departmental questions, questions related to any course provided by the 

university. The university offers BSc. program every semester. There are also MSc 

program and diploma program offered by the university. So, we tried to make data sets 

what has all the information needed to answer any question of a BSc. MSc. and diploma 

candidate. For this reason, we think that the best way to collect questions and answers 

to use the FAQ question from different subpages of the official daffodil website. 

Daffodil has different FAQ question sets for different courses offered. Then we 

collected each and every questions and answers from there. From the point of view of 

a new student, these questions are not enough so we go to the admission office and tried 

to observe about the interest of a new student. New students are interested about their 

security inside the campus. Some of the students and guardians are interested in student 

hostel. From those conversations we had made some more questions and find the 
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answers from the university and admin panel. And finally, we made the data set. Now 

the data set contains right question and accurate answers.  

Similarity  

Similarity between two things indicates how much one matches with another. In this 

research we tried to find the similarity between two words and then find the similarity 

between two sentences where one sentence is the question provided by the user of the 

system and another sentence is from dataset’s question column from which we will find 

the accurate answer. This description is about the similarity to find the best one. Assume 

that as a user of the system we asked a question which is similar to 5-6 question from 

the database’s question then how our system will find the answer. We will find the 

similarity value of those semi matched question, then find the highest value of similarity 

checking. We will discuss it later in another chapter where will show how we make the 

machine able to read the file and find the similarity of words and sentences. 

3.3 Data Collection Procedure  

In the examinations, we gathered English text as data sets. Data sets are mainly 

combined with various questions and answers that uses as text. Those texts are included 

in the data set considering various highlights and volumes of data. Very nearly 500 

questions and answers were collected as datasets where 350 of them are preparing as 

the training data set and 150 used as the test data set. 

Data Pre-processing 

The pre-period of handling datasets is considering as Data pre-preparing. Most of the 

case, raw data sets are not ready to perform all activities and create disagreed results. 

Therefore, data pre-processing becomes part and parcel for both training data and 

testing data. Furthermore, it is viewed as one of the most significant pieces of 

exploration. 

For text similarization, total collected data from survey more than 500 questions and 

answers. To similarities the desired question into dataset before similarization it is 

necessary to pre-process the raw data into CSV format dataset. Therefore, we have to 

follow some steps sequentially including text (questions and answers) segmentation, 
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sentence segmentation, word segmentation, removes stop words, tokenization, 

vectorization, stemming, Calculate Sentence Score, Calculate Word Score, 

Filtering/Smoothing etc.  

1) Text (questions & answers) segmentation: 

Text segmentation is the way toward isolating composed content into significant units, 

for example, words, sentences, or subjects. The term applies both to mental procedures 

utilized by people when understanding text, and to artificial procedures executed in 

digital devices, which are the output of Natural Language Processing (NLP). At first, 

it is needed to separate queries and answers form raw data using text segmentation. 

Then segmentation applied for dividing the whole text into meaningful unit with 

eliminating unnecessary parts [8].    

2)  Sentence Segmentation: 

Sentence Segmentation is the way toward deciding the more drawn out handling units 

comprising of at least one words. This assignment includes distinguishing sentence 

limits between words in various sentences. It’s very much more difficult task to 

determine the similarity from such a large data set. Firstly, matching the most similarity 

in questions data sets then again searching for the most relevant answer. Using NLTK 

toolkit for this purpose to separate sentences from given datasets [9]. 

3) Word segmentation: 

Segmenting a lump of content into words is normally the initial step of handling text, 

however its need has once in a while been investigated. In this paper, we pose the 

essential inquiry of whether word segmentation (WS) is vital for deep learning-based 

Natural Language Processing (NLP). Generally, for word segmentation space and 

comma is used as separator in between one word to another word. We also follow the 

same process for word segmentation [10]. 

4) Sentence Tokenization: 

Tokenization is one kind of way that towards separate sensitive data with some kind 

distinguishing remarkable symbols which contains the basic information without 

trading off its security. The purpose of tokenization is to make data into pieces so that 
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we can find similarity or to find some correlation between one token list and another 

token list. This tokenization also can be implemented in the banking sector where token 

is like a key and footprint of every transaction. Finally, apply tokenization to all 

sentences [11]. 

5)  Remove stop words: 

A stop word is an ordinarily utilized word, (for example, "the", "an", "an", "in") that 

always introduced to ignore when searching anything through a search engine. 

Therefore, stop words are unnecessary in the purpose of matching similarity that’s 

reason it always removed from the word segmentation. In this process NLTK tools 

applied to remove stop words [12]. 

6) Stemming: 

Stemming is a method of decreasing a phrase to its phrase stem that affixes to suffixes 

and prefixes or to the roots of words recognized as a lemma. In the process of (NLU) 

Natural Language Understanding and (NLP) Natural Language Processing stemming 

is an essential method. Stemming is a section of linguistic studies in morphology and 

artificial brain (AI) statistics retrieval and extraction. In this process smoothing data are 

collected and stored in the necessary format. Data are now geared up to be analysed 

and further processing [13]. 

7) Build vocabulary and generate vectors: 

We realize that the greater part of the application needs to manage a large number of 

datasets. Thus, a non-computationally-ideal capacity can turn into an immense 

bottleneck in your algorithm and can take bring about a model that takes ages to run. 

To ensure that the code is computationally effective, we will utilize vectorization.  

Time complexity in the execution of any calculation is extremely critical choosing 

whether an application is dependable or not. To run a huge calculation in as much as 

ideal time conceivable is significant with regards to the constant utilization of yield. To 

do as such, Python has some standard numerical capacities for quick tasks on entire 

arrays of data without composing loops. Such as library which contains such capacity 

is NumPy. 



  

©Daffodil International University 13 

 

8) Bag-of-words: 

The bag-of-words model is a well-known and straightforward component extraction 

method utilized when we work with string. It depicts the event of each word inside an 

archive. Raw text is not perfect for applying Machine learning algorithms directly, so 

we have to convert the text into vectors of numbers. This process is known as feature 

extraction. It describes the state of each word inside a dataset [14]. 

This procedure executed through two significant parts; structure a vocabulary of known 

words (likewise called tokens) and pick a proportion of the nearness of known words. 

Any data about the request or structure of words is disposed of. That is the reason it's 

known as a bag of words. This model is attempting to comprehend whether a realized 

word happens in an archive, however don't have the foggiest idea where is that word in 

the data. 

The instinct is that comparative records have comparative substance. Additionally, 

from a substance, we can get the hang of something about the meaning of the data. 

9) Similarity matching: 

The question is collected from user input and using similarity algorithm (such as cosine-

similarity, TF-IDF matching) matching the similar question in dataset. In this step, the 

algorithm produces 10 similar questions as output from dataset [15]. 

10) Answer selection: 

From the process of similarity matching, the algorithm gives 10 similar questions as 

primary result. Now we have to finalize the most relevant question among 10 questions 

that already selected from previous output. This process finished by selecting the final 

question among them. Then the program finds the answer against the finalized question 

from the dataset.  
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3.4 Methodology  

The proposed method of the research is shown in figure 3.1. 

 

Fig 3.1: Proposed Methodology of research 

However, the extended methodology follows in figure 3.2. 
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Fig-3.2: Elaborated Methodology 

3.5 Implementation Requirements   

Python 3.0: 

Python is an interpreted language which is also known as high level language and used 

for general purpose programming. Use of whitespace makes python code more readable 

to user. For both small and large projects python is best choice because of its special 

coding format including object-oriented module with clear and logical distribution of 

code. It also introduced as dynamic language. It also contains more than one paradigm, 

procedural and functional capacity. It enriches with its comprehensive standard library 

(includes process flow control capabilities, possesses strong integration, text processing 

capabilities) and also consider as "batteries included" language for these features. All 

those advantages recognized it as one of the speedy and productive languages [16]. 
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Python Standard Libraries: 

Python included with many standard libraries which uses purpose of extracting and 

semantic. It also contains few numbers of additional components that are generally 

contain with Python modules. The library included some of built-in modules which are 

written with the help of C languages and some of module are created with python also 

[17]. Python’s standard library produces very extensive performance by providing very 

large scale of advantages as shown below: 

➔ import numpy 

➔ import scipy  

➔ import pandas 

➔ import matplotlib 

➔ import os 

➔ import spacy  

➔ import nltk 

➔ nltk.download('punkt') 

➔ from nltk import word_tokenize 

➔ from gensim.models import Word2Vec 

➔ nlp = spacy.load('en') 

➔ WmdSimilarity 

Google Colab: 

 Google Colab is a cloud-based service provided by google which totally free. It also contains 

the feature of free Graphics processing unit (GPU). It is a great platform to skilled up by Python 

programming and also developing deep learning projects with the help of some very usable 

libraries including Tensor Flow, Keras, PyTorch and OpenCV [18]. Some very basic 

commands are given below: 

➔ from google.colab import drive 

➔ drive.mount('/content/gdrive') 
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Google Drive: 

Google Drive is one of the best services of Google which provided the features of storing and 

synchronizing files since 2012. It gives the access of storing files on server, sharing files and it 

is very secure because of synchronization features. It also contains apps for various Operating 

System including Windows, macOS computers, Android, iOS smartphones and tablets. Google 

Drive is a combo package of Google Docs, Google Sheets, and Google Slides where anyone 

can manipulate the documents, spreadsheets, presentations, drawings, forms etc [19]. All the 

actions can be saved in google drive after the necessary manipulation. 

➔ from google.colab import drive 

➔ drive.mount('/content/gdrive') 

➔ root_path = 'Path’'    

 

PyCharm: 

Integrated development environment (IDE) is essential for computer programming. PyCharm 

is one of the most popular IDE being used for the Python programming which released by the 

Czech company Jet Brains. It provides the advantages of web development with many popular 

frameworks especially Django and also eligible for practicing Data Science with the support of 

Anaconda with some analysing features including a debugger with graphical representation, a 

unit tester and version controlling system with integration. PyCharm supports in various 

operating system with Windows, macOS and Linux. PyCharm popular with two different 

version; The Community Edition and with some additional advantages the Professional Edition 

[20]. 

Text Editor Tools: 

Notepad is very popular for taking notes and saved them in it. It is mainly a text editor where 

anyone can manipulate the text as needed. There are many text editors available such as 

Microsoft Notepad with Microsoft Windows, Notepad+ is well known for the freeware feature, 

Notepad++ also a tool for manipulating text and an advanced version of Notepad+ and 

NotePad2 is a text manipulating tools where anyone can contribute to develop it more.  
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Introduction 

In terms of NLP, we have tried to develop a simple Chabot by which one we can 

measure the accuracy of text matching. In chapter 3, we have described about the 

research project and procedure of its working. Now, in this chapter, we have tried to 

show the output result & process of categorization.    

4.2 Experimental Results 

For the research project, we collected pre-processed data from our university web site 

& admission to take the university is new students. But still, there are some redundant 

data of our dataset.  

Now a view of raw data are given below. 

 

Fig 4.1: Raw data 

In the fig.4.1, we can see some of the invalid words. 

So, we need data pre-processing to reduce data redundancy to find the exact data or 

information of our dataset. 

4.2.1 Data pre-processing 

We design a Python script file to initiate the data pre-processing task. The script is 

basically working for:  
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• Replace all unnecessary spaces from text.  

• Remove all Punctuation marks. 

• Remove all-new line.  

• Assign a document number for predefining the category of each data set. 

 

 

Fig 4.2: Script file after pre-processing. 

4.2.2 Input File Creation 

After the successful pre-processing process, we have some categorical question files at 

hand. There are different types of questions like about administration, about all 

departments, about the departmental teacher, about all courses, about all student 

facilities, about all other activities, etc. Then, we have to perform Natural language 

processing on this question files, we must join all these files into a file. For this, we use 

another python script. This file takes the folder name that contains dataset.csv file as an 

input and produces only a file where all questions and answers contained individually 

being merged.   
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Fig 4.3: Input File Creation graph.                                                             

4.2.3 Tokenization 

When all of our data is formatted then we sort the data from a list. Then put that listing 

data in a file and we applying the tokenized model. Then generate the tokenize file of 

all datasets. The format that came after tokenization is given below.  

 

Fig 4.4: Tokenized data 

4.2.4 Excluded Words Removal 

The python code in developed for classifying all questions into a category. After joining 

all questions and answers into a file, the system gets ready for building a model. And 

then tokenizing all files produce some excluded words.  The small size of list is created 
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for this purpose that contains all the words that have no meaning on their own. This list 

is called a list of excluded words. During checking the input file, it is also checked 

whether excluded words exist or not. If there is any, it must be removed from the 

tokenize file.  

 

 

Fig 4.5: Excluded words removal 

4.2.5 Vectorization 

The function of this step is to do the vector convert. We work on excluded words 

removed at the previous step. Now we will just apply the vectorizing to the meaningful 

tokenizing word. Then a vector file will be generated. And a binary file will be 

generated. The code and the result of the figure are given below. 

 

Fig 4.6: Screenshot of generated vector array. 
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Fig 4.7: Outputs file generate after Vectorization  

4.2.6 Similarity matching 

This part working the best similarity matching of the user's question to the data set 

question. This matching model provided the 10 most similar questions. Then we find 

the max value of the similar question and take our system. Then we provided the most 

similar answer. The result of the figure is given below. 

 

Fig 4.8: 10 Similarity matching 

4.2.7 Answer selection 

The question is selected by using the most similar words in the dataset. According to 

the question, 10 similar questions are primarily selected by the algorithm. After that, it 

finalized the best one as the desired output among 10 questions. Then the process 

generates the final result by matching the most relevant answers from the dataset based 

on the finalized question which was determined at the previous step. 
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 Fig 4.9: Answer Selection 

 

 

 Fig 4.10: Answer Selection 

4.3 Descriptive analysis 

It is mentioned before that for the sake of the research data were collected from DIU 

website. More than 300 questions and answers were collected from FAQ section. Then 

they were checked and selected manually. Later they were classified into seven groups. 

Frequency distribution of the questions of different groups are shown in figure 4.11. 

 

Fig 4.11: Frequency distribution of questions 
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4.4 Performance of the chatbot 

Primary data was collected from users through a survey to measure the accuracy of the 

chatbot. Total 72 persons took part in the survey. They all used the chatbot, asked 

whatever they want to know about CSE admission in Daffodil University. Then they 

gave feedback about their satisfaction based on a likert scale. Every respondent were 

asked to evaluate their each query in a scale of of 5 where 5 means highly satisfied, 4 

means satisfied, 3 means neutral, 2 means dissatisfied and 1 means highly dissatisfied. 

Frequency distribution of the users’ responses is shown in figure 4.12. 

 

Figure 4.12: Frequency distribution of users’ feedback about the chatbot 

Based on these responses a weighed arithmetic mean score were calculated to evaluate 

performance of the chatbot. The score were calculated based on the following equation. 

𝑥̅ =
∑ 𝑤𝑖𝑥𝑖

𝑛
𝑖

∑ 𝑤𝑖
𝑛
𝑖

  

Therefore, 

Performance of the chatbot =
31 ∗ 5 + 7 ∗ 4 + 9 ∗ 3 + 9 ∗ 2 + 16 ∗ 1

31 + 7 + 9 + 9 + 16
= 3.38 

Which is approximately 68%. 

Sample responses of the users are shown in figure 4.13 to illustrate the idea of the 

responses of our chatbot generated against every user’s query. Here, the first response 
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were evaluated highly satisfactory, the second as satisfactory, the next as neutral, the 

last but one is dissatisfactory and the last one as highly dissatisfactory. 

 

Figure 4.13: Sample responses of the users  
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CHAPTER 5 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH 

5.1 Summary of the Study  

The research project is developed by finding a way to find similarity from a csv file 

from which it is possible to develop a chatbot so that it can be implemented in any 

website and able to reply different question accurately. We collected data from website 

and admission office to enlarge the question dataset and then collected data as answer 

from the official website of Daffodil International University. After data pre-

processing, we convert it into a format which is compatible with the machine. We tried 

a lot of models to find the way to solution. Firstly, we tokenize database into token, 

remove unnecessary words. After that we vectorize data in order to find the similarity. 

Finally, we get 0.40-.88 % similarity between the database and the question that is given 

by the user. 

5.2 Conclusions 

 In this modern technological world, we are depending on technology because 

technology is more reliable. Technology makes our lives easier and comfortable. Our 

research work just a step toward modern world. Once we have imagined that we will 

have a computer in our hands and now our imagination becomes true. Mobile phone is 

a small computer which was very bulk computer in the past. Nowadays machines are 

able to do job of human. Once upon a time there are thousands of workers in a 

production company but by the weaves of technology it become less than hundreds of 

workers in that company. We developed a chatbot which is basically a replacement of 

the receptionist in the front desk of an educational sector. Educational is open for 

everyone but here is the problem it was not possible to contact with a student who is far 

from the university. By this thesis project we believe that we can reach every corner of 

the world and talk to students just as like as humans without any human beings. 
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However, our current system has some limitations which are as follows: 

1. Accuracy needs to improve more 

2. Need to check by using other algorithms whether accuracy increase or 

decrease 

3. It can’t response to linked questions  

5.3 Recommendations  

Several adaptive algorithms may develop to understand the question and answer of any 

text based on the dataset. Because understanding the questioning based on answer is 

very important.  

It may change the entire concept what have been understood earlier. 

5.4 Implication for Further Study  

● To upgrade it to a software.  

● Is there any way to find similarity without tokenization and vectorization.  

● Increase the accuracy of the model. 

● To add more data to get better accuracy. 

● To add more domains  

● To implement question classification to simplify the complexity of the model. 
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