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ABSTRACT

Human fingerprints are rich in details called miaet which can be used as identification
marks for fingerprint verification. The goal of shthesis to develop image quality through
improves PSNR, MSE & SSIM for fingerprint verificath through extracting and matching
minutiae. Measurement of image quality is importdot many image processing
applications. Image quality assessment is closglpted to image similarity assessment in
which quality is based on the differences (or sanitiy) between a degraded image and the

original, unmodified image.

There are two ways to measure image quality byjestibe or objective assessment.
Subjective evaluations are expensive and time-gomgy It is impossible to implement them
into automatic real-time systems. Objective evatust are automatic and mathematical
defined algorithms. Well-known objective evaluatalgorithms for measuring image quality
include mean squared error (MSE), peak signal-ieenadatio (PSNR), and structural
similarity (SSIM). MSE & PSNR are very simple arakg to use.

Various objective evaluation algorithms for measgrimage quality like Mean Squared

Error (MSE), Peak Signal-To Noise Ratio (PSNR) &tictural Similarity (SSIM) etc. have

been studied and their results are compared.
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CHAPTER 1
INTRODUCTION

1.1 Introduction

The fingerprint verification system was one of thest effective andwell-known
forms of biometrics, usually used to automatically verdy authenticate a person's
identity through automated systems. Thisachieved by comparing the fingerprint
features of two people with match power. It helpseérifying the identity claimed by
an individualand is closely related to the techniques usedpiplications such as
access contr@ystems. Scientific research has showat fingerprints are surprisingly
unique; There are no two people in the wheteld with the same kind of details, not
even identicatwins. Fingerprints are permanent, integral to ssqe, except that they
are damaged by fear, fingerprints remain the saom birth todeath. This unique
fingerprint feature used to identify individuals I provide instant biometric
solutions to existingroblems with traditional securigccess control systems of locks
and keys that could be stolenforged, PIN codes or passwords that caridogotten
or heard, and RFID cards without any forged idemtfon. Can use an intruder.
Fingerprint analysis for matching purposes ususediguires a comparisoof some
important features dhe fingerprint pattern. These include fingerppatterns such as
arches, loops, and vortices that are a combinaiio@havez and Minutia points.
Scientists have discovered that each family merafien bears the same fingerprints.
Patterns can be inherited This is the basis of combelief.

This chapter provides a brief overview of the studycluding the historical

background of the study, the research issues,henklely contributions presented.

1.1.1 Historical Background Of Resear ch

The history of fingerprinting began its use in dnal activities. Consistent with

historians, the Babylonians pressed their fingets the wet soil to record business
1
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transactions. This Chinese custom-made strategyever, works with its profits as a
single mark as an abusive ink on paper to condusinbss transactions and determine
their youth. Even many years later, the applicati@s still in use once, in 18, AN
English, then known as Sir William Herschel, therthChief Justice of Hooghly
District, Jangipur, India, required residents teomel a fingerprint once in the
language of their business documents. It was os llaisis that Henry Faulds, a
Scottish physician, came up with the idea. Physgiavhile operating in Japan,
discovered fingerprints on ancient clay items. BB, Fouldes wrote a letter to
Darwin to facilitate his organization. Darwin refkat the time but sent the request
to Sir Galton. Galton was a young scientist, therld/blealth Organization gathered a
great deal of knowledge on the physical charadiesiof individuals so that the
mechanics behinthe inheritance ofienetic traits could work. After collecting 7,000
fingerprint samples, Galton revealed that his book "Fingergtimtould become the
earliest fingerprint company in history throughdi@#82. The system may not look
stylish at the time, but its flaw survives. At tkame time, others around the world
had the same idea when the cep released "Finge'hranFrenchman named Bartillon
was performing on his own system, involving hani@gt and other sutures. This
practice, called mastication, was adopted by thgsBrpeople in the nineties by the
Indian police in Argentina. Once known for helpitainvestigate the murder of 2
boys in a passing village near the Argentine chpiia system competes with a pole
half. Once samples were verified from the crimensceshe was identified as the
killer, Francisca Rojas, the son's mother, she ess#d to the crime and was born

comparative dactyloscopy

1.1.2 Overview

The word "biometrics” comes from the Greek word®™"lfexistence) and "matrix"
(to measure). Some of the best biometric structhee® come on the market quite a
long time ago, a way of making significant progressomputer systems. Several of
these new gadget-driven strategies, however, stggpdhe concept of rectangular
degree support that was originally planned muchezahan the whole. The concept
of bioscience has changed as a gift for many yeams. Within the Ordnance
Century, China practiced fingerprinting to separagrchants and their children from

others. Fingerprints are used nowadays.
2
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e In the nineteenth century, Anthropologist AlphorBertilion, an associate
degree sociologist, developed a technique for mgasuhe bodies of
individuals (known as Bertiliones). Stays. Thishteicque has declined rapidly
because it has been found that people with the $sde measurements are
often mistakenly taken together. Then, Richard Edwdenry of Scotland
Yard developed a strategy for the process.

e The retina detection plan was devised in 1935 hydarlton Simon and Dr.
Isador Goldstein. In 1976, a reseaestd developmergffort was conducted
at the postgraduate INC. The primary industriaineescanning system was
created in 1981.

e Iris recognitionwas invented in 1993 by John Dogman at Cambridge

e In 2001, a biometric automatddolset (BAT) was introduceth Kosovo,
offering a concrete detection.

Today, biometric has got to return up as an inddeetfield of study withprecise

technologies of building persondentities. [ 3]

1.2 Problem Statement

Reliable personal authenticati@themes are required to verify determine the
identity of individuals requesting thegervices across a wide variety of systems. The
purpose of such schemes is to ensure thatrender services are accesbgda
legitimateuser, and no one else. Examples of these systeusle secure access to
buildings, computesystems, laptops, cellular phoresd ATMs. In the absence of
robust authentication schemes, these systemssine for an impostor type. Dition
has traditionally been used to restrict accegmtswords (knowledge-based security)
and ID cards (token-basedecurity) to the system. The maamwvantages of this
traditional thematic personal identification argtkiey are very simple (ii) they can be
easily integrated into different systems at lowtcb®wever, this method is not based
on a person's inherent qualities to creafeesonal identity, so tokens can be lost,
stolen forgotten, or misplaced; PIN forgotten hypocrites can guess. Disclosure of a
password to an unauthorized user or theft of a bgrdn impostor camasily violate
security on these systems; Further, simple passwords arg teaguess (by an
incorrect person) and hard passwords (by a legiéirager) are difficult to retrieve. So
they areunable to meet the securitgquirements of our Electronic Connected
Information Association. The rise of biometrics lsadved the problem of sorting out

traditional theoretical verification.
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1.3 Objectives

On the bases of thosgeas the goal ahis thesis work is to match objective image
quality matrices foimage assessment and their analysis which will rmatizally
predictimage quality. Image qualitassessment is closely associated viitlage
similarity assessment. So, the emphasis during this thessnaimage fidelity, i.e.,
however shut a picture to given original or refeeemmage. Some commonly used

ways to evaluate image quality.

1.4 Research M ethodology

The new image qualitynetric has been designed to be exploited inMiAeILAB
software packagéVatlab is a powerful, all-purpose, mathematwattware package.
Matlab has great graphics and matrix handtiagabilities. It integratemathematical
computing over powerful languages to provide a versatile enviromméor
technological computing. The main options of MatlaQuare measure its built-in
mathematical toolbox and graphic functions. Alsdeenal routines that are written in
different languages such &s C ++, Fortran andlava can bentegrated withMatlab
applicationsMatlab supportsmporting files and data from various exterdabices.
Most of the functions oMatlab Square are matrix-based measurements anadar&n
in arrays of any acceptable dimensions. Matlab mslndes a separate tool chest for
image processing applications, which provides semgblutions to a number of
problems compared to this analysis, complete syegtdp objective image matrix.
Step 1: Several algorithms have already been deedlfor measuring image quality.
Among the average Square Err(WMISE), Peak Signal to Noise Rati(PSNR),
Average Difference(AD), Maximum Difference (MD), Universal Imag&uality
Index (UIQI), and Structural Harmony Index Metr{§SIM) The initial step is to
review the metrics. This is done through a litersuyvey. Thisstep is to analyze their
significance. It is an in-depth study of the ademes and disadvantages of their
individual contributions and methods in the forntigda of parameters used

Step 2: The second stigpto simulate the methodSISE, PSNR).

Step 3:Execute the methodgith some standardmages. The images are first

corrupted withdifferent kind of noise.
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CHAPTER 2

BIOMETRICS
AUTHENTICATION

2.1 Introduction

Biometrics authentication referdo techniques that believe immeasurable
physiological and distinctive features that willdagomatically verified. In a nutshell,
each or all of us have individual characteristibattwill be used for specific
identification, as well as a fingerprint, a memhrgrattern, and voice features. Visual
or 2-Quality Authentication - 1 of the 1 things ymcognize is characterized by two
of its own features (for exampla,password)for examplea swipe card), or it (for
example, a fingerprint) - is becoming secure A ytra@ommon addition to the
computing environment. The computanalyzes your fingerprint tdetermine who
you are and, based gour identity followed bya pass code or pass phrase, allows
you different level®f access. Access levels can include the abilitypen sensitive
files, touse credit card informatido make electronipurchases, and so on.

2.2 Techniques Of Biometrics Authentication

Biometric authentication is truly aattern-recognition that creates personal
identification determined by the belief in a specghysiological or behavioral trait
held bythe user. A personal matter is understandable deing raised with an
intelligent approach to determining whether a peatas understood. Authentication
is often divided into 3 modules:

a.) Enrollment module

b.) Verification module

c.) ldentification.

©Daffodil International University



2.3 Working Process Of Biometric Technology

The registered modt is responsibléor enrollment in the biometrisystem.
Throughout the enrollment, a person's biometrituieais scanned by a biomet
reader to provide a raw digital image of the featdius for the convenience
the mill, the raw digital image usually more processed by the feature extre
but returned with a more compact image than therefegred to as a mod¢
Depending on the instrument, the model also putlsercentral data. Dependi
on the application, Bioscience is going to be elyed in one of 2 mode
verification or detection. Verificatio- also referred to as authenticat- is used
to verify the identity of a persc- to prove that people are the unit of the Wt
Health Qganization they say th are. Identifications usel to establis a
person’s identity-thaiis, to determine who a personAdthough biometric
technology resides in completely different featusdisbiometric systen start
with a collaborativeenrollment stage and follow a uniform stage thal wge
verification or identificatior

Input l

Fingerprint Orientation Fingerprint Fingerprint
segmentation field estimation enhancement classification
J \ \.

'

™y ' 4
Minutiae Minutiae Minutiae Fingerprint
template matching extraction ridge thinning

L L.

Matchmg
Result

Figure2.1: Fingerprint authentication proc

2.3.1 ENROLLMENT
In enrollment a biometric system is trained to itfgrspecific individuals. The 1:
person provides an identifier like the card. Biomeeidentification is attached to tt

identity according to the document. He then presémt biometric (e.g., fingdips,

6
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hand or iris) on a purchasing device. Individuaéative zone units are stabilized
and one or more sample zone units are lifted, esdt@hd kept as a reference guide
for future comparison®Depending on the technology, biomets@mple images can
also be collected as a recording or a record @fchétd dynamic measurements.
However biometric systems extract options and pl@wnscriptions and information
in the guide in the system vendor-owned algorithiithe size of the template depends
on the vendor and therefore differs in technolo@gmplates are often placed
remotely within a central data or biometric readewice; Their small size allows
them to be stored on extra sensitbards or tokensMinute changes in position,
distance,pressure, atmosphere, and alternative factors tafffec generation of the
guide. As a result, every time a person's biomekai@a area unit is captured, the new
template is probably going to be unique. Calcutatn a biometric system, biometric
data may often have to be gifted to enroll someomame. Either the reference guide
can present a combination of information captuegdrlor many listed templates can
also be placed. The value of guidegaimplates is important to tlewerall success of
biometric applications. Biometric options will ingue over time, forcing individuals
to re-enroll to update their reference guides. Sdewhnology will update the
reference guide to match activities. The metho@dmbllmentalso depends on the
quality of the symbol that the soul represeniibe reference guide is linked to an
identity to the identification document. If theentification document doe®t specify
thereal identity of the person, the reference guidgamg to be attached to a false

identity.

2.3.2VERIFICATION

The final outline of this chapter goes here.

In the verification system, the step during enrelfris that anyone or he claims (e.g.,
the name registered) he verifies the UN agency wtien person provides the

associate symbol, the biometric is provided, themtric system captures, supports
an evolving algorithm Effort creates templates. Bystem thercompares the test

biometrictemplate with this person's refereriemplate, which is listed in the system
to determine if a person's judgment is tested arfieitémplates match. Verification is
usually referred to as a 1: 1 (one-to-one) matdre Verification system will have

databases ranging from dozens to logged registeragles but the field unit was

7
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predicted to be matched with the biometrics prodidéong with its collaborator as
opposed to his or her refererteenplate. Almost all verification systems will ma&e
match-no-match call but render in a second. Orteefnostcommon applications of
verification as a whole may be a system that regugmployees to reveal their

claimed identities before they caacure buildings or access computers.

2.3.3 I dentification

In the detection system, the step after enrolimerthat person is Unlike the spot
verification system, no identifier is provided. Tiad a match, the person identifies
the referencéemplate and compares the teshplate with all the individual reference
templates registered in the system instead of cdmgpdt with the biometrics
presented. The region of the detection system raattiie unit as 1: M (one-to-M, or
one-to-many) because individual biometrics ammpared to multiple biometric
templates in the systentmtabase. There are 2 forms of detection systesitiymo
and negative. Identification system area unit designedensure that a person's
biometric information is registered. The expectedufts in attendance can be a
match. A common positive identification systeontrols access to a sectmeilding

or secure computer lghecking anyone seeking access through the WHEpntrast
to information received from registered staff. Tgeal is to determine if anyone
seeking access can register with the system. TigatiVe Identification System Area
Unit is designed to ensure that a person's biomgtformation is not present at any
time. No description matches the expected resuwingaring a person's biometric
data with all WHO data registered during the pubknefits program will ensure that
the person is not "double-dipped" by documentatainexploitative fraud for
registration undemultiple identities. Another form afiegative identification system
is the watcHist system. Such systems are designed to spolg@eaoghe surveillance
list and alert the authorities for acceptable actigor allpeople, the system allows
them to see that they are not on the watch list @lavs them to pass normally.
Those who have biometrics in the data on this systannot voluntarily provide
them. For a surveillance system, for example, btaosecan be captured from mug
shots provided by law enforcement agencies.

2.4 Existing Biometric Technology

There are many biometriechnologies that have been planned overpthst few
years, but in the last five years alone the leadimgs have turned out to be a lot wider
deployments. Some technologies are more suitablesgecific applications than
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othersand are acceptable to a few users. We can desseben top biometric
technologies:

e Facial Recognition

e Fingerprint Recognition

e HandGeometry

e Iris Recognition

e Signature Recognition

e Speaker Recognition

2.4.1finger print Recognition

Fingerprint recognition i®ne of the most effective known and most ub&xmetric
technologies. Automated systetmsve been commercialpcceptable since the early
nineteen seventies and during our study, we hagadency to find there are seventy-
five fingerprint recognition technology companies. Until recentlyngérprint
recognition was used primarily in applications. dé@mrint recognition technology
extracts the feature froompressions created by distinct widths above thgeinail.
Fingerprints will be flat or rotated. Captures ta#fect of a completely central
location between a flat print tip and the 1st krerlA rotating print captures the
capture on either side of the finger. An image ke fingerprint is captured by the
scanner, enlarged and reproduced inttemplate. Scannertechnologies will be
optical, silicon or ultrasound technology. Ultrasduwhere it is probably the most
accurate, is not uncommon in wide use. In 2002diseovered that optical scanners
were commonly used. Throughout the improvemdint, cuts, stains and creases or
dry, wet or worn fingerprints have decreased, and tHmiten of agility has also
increased. Vendors base their algorithms on thexettn of points of trivial matters
related to breaks in the holes of their fingerimifferent algorithms support square
measurement extracting ridge patterns.

2.4.2 Fingerprints In Biometric Authentication

The area unit of fingerprints is considered to bejue to people and to tfiegers of
the same person. Even identid¢alins having the same DNA, the region unit is
believedto possess completetljfferent fingerprints. Historically, fingerprintgpterns
are extracted by creating a degree of ink prinb@ased with the fingerprint on the
paper. The electronic age introduced various compeesors that provided digital
images ofthese patterns. These sensors can only be intdgnatie existing PC
peripherals such asraouse or keyboar(figure), making this mode of detection a
highly attractive proposition. This has led to acrease in the use of fingerprint-
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based authentication systems automatically in evewjlian and applicabl
application.

Ridee

Endinge

Coyre

Island

Figure2.2: Regions of fingerprint

Typically, the global configuration described by - ridge structure is assigned
work in the Fingerprint section, where the disttibn of Mintia points is assigned
find and matchbetween fingerprints. Automatic fingerprintdentification systems
which match a query print with huge print data gthiill carry it with millions of
prints), think about the patterns inside the quergge (fingerprint indexing) and
specific matb (finger) to slide their search into the datablasprint Matching) The
pattern of orddge flow in minute points to work never matchemyérprints by itsel

[4]

2.4.3 Minutiae

In fingerprinting terms, minutiae ar the points interest during a fingrprint, like
bifurcations (a ridge rending into two) and rirendings.

10
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Bifurication 1

Figure2.3: Image with minutiae
Different types of ridges al
a.) ridge endings —r&dge that ends sh¢
b.) ridge bifurcation -ene ridge that divides into 2 ridc¢
c.) shortridges, island or freelan ridge — aridge that commences, travels a b
distance then ends
d.) ridge enclosures ene ridge that bifurcates and reunites shortly aftedvey
continue as one ridge
e.) spur -a bifurcation with a brieridge branching off a extended ridge
f.) crossover or bridge & brief ridge that runs between 2 pariridges

©Daffodil International University
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Figure2.4:Different types of ridges
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CHAPTER 3
ANALYSISAND SIMULATION

3.1 Introduction

Improving the fingerprint image is used to clea image for more extra activity.
Since fingerprint images obtained from scannersioer media are of excellent
quality, they do not seem to be reassured with aumngation methods, due to
insufficient amount of ink to widen the gap betweilals and valleys and to attach
false broken points in canals. Very helpful. Oralip, the advanced step was
supposed to be done using clever edge identifidter examination, however, it is
found that the result of an edge detector is amé@waith the boundary of the regidus.
Filling sizes using edge detection requires theleympent of additional steps that can

take a lot of processing time and increase the &axitp of the code.

3.2 Image Binarization

The binaryization move makes the most obvious tate, that the factual
information obtained from the print is only biledé&rElite vs. Valley prints are taken
as grayscale images, so it is a very necessaryirstiye process of lifting ridges, so
knowing that they are fraudulently differentiatebaply. Image that provides
equivalent information. Sdainarization transforms thenage from a 256-leveiage

to a 2-level image that gives the sam®rmation. Typically, amobject's pixel is
given avalue of "1" while a backgroungixel is given a value of "0." The value is
given Finally, abinary image is created loploring each pixel white or black based
on the label of the pixel (black for zero, whiter f&) bin Threshold (Global
Throholding) cannot be selected Image.in is peréatnio bifurcate, the image is
divided into blocks (16x16), and the average intgnsalue for each board is
calculated, then each pixel is converted to oris iintensity value is greater than the

average intensity value of the current block re&ato the pixel. [1]

13
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Binarize image

Figure3.1: Binarize image

3.3 Ridgethinning

Ridge thinnings the removal of useless pixels of ridges untl tliges are only one pix
wide. The associate degree is careless, paraitefdmulas are employed. In each scal
the totalfingerprint image, th rule marks redundant pixels in easmmall image windov
(3x3) and finally removes all these marked pixdteraa few scans. The tf ridge map is
filtered by various sized activities to get ridsime H brakes, isolated points and spi
During this sep, any single points, be tt singlepoint races or single point breaks dur

an episode, will be deleted and the process witldresidered[4]

14
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Thining image

Figure3.2: Thining image

3.4 Minutiae Marking

After thefingerprint ridge thinning, markir minutiaepoints is comparatively simp

The idea of a Crossing num/ (CN) is widely used for extracting t minutiae. In
general, foreach 3x3 window, if the cent picture element is one and t
specifically three on&alue neighbors, then the. If theentral pixel is 1 and has only
onevalue neighbor, then the central pixel ridge ending, i.e., for pixel P, if Cn(P)
== 1it's aridge end and if Cn(P) = = 3 it’s a ric bifurcation point.

15
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(b)

(©) (d)
Figure3.3: (a), (b), (c), (d) minutiae marking pees

The value of both the top pixel is 1 and at the esdime there is another neighbor
outside the 3x3 window of the right pixel whichnmarked as a branch, but in reality
only 1 branch is located in a small area so cheakime does not add value to both a
branch and the branch neighbors. Also, the avardagamediate width D is the easiest
way to estimate the common D value calculatediatiével. Scan a row of thin ridge
images and add all the pixels in a row with on¢hef values. Then divide the length
of the row by the shortest edge to get an inteabtitidth. For more accuracy, this
type of row scan is performed in a variety of raavelcolumn scans, finallyall the
inter-drawing widths together Minutia identifiebgte is no labeled unique ID for all
the thin ridges of the fingerprint image operatifh.

16
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CHAPPTER 4

IMAGE QUALITY
ASSESSM ENT

4.1 Introduction

Image quality can be compromised in most systemsnoferstandable importance.
Digital images underwent massive disasters througlaTquisition, processing,
storagefransmission, and copying, all of which could léa@ deterioration of visible
quality.

4.2 Importance Of Quality Measure

We know the importance of the quality of picturesl asideos and the price-quality
balance associated with it, the apparent questiat arises is why we want to
measure quality. The solution is simple and willilhestrated by a few examples. If a
designer plans this high-end TV and is interestedinderstanding what the value
curve looks like, he or she clearly wants a stgldatermine the quality of the output
video after running his or her style at a certaamfiguration cost for a particular

company's accounting. In other situations, theghesi of a medical imaging device
may want to conclude that 2 different X-ray deviga higher results. He also wants
some way to scientifically compare the values ef 2hmethods. Basically, qualitative
evaluation algorithms are basically required faoy@s of applications:

1. For optimizatiorpurpose, where one maximize quatya given cost.

2. Forcomparative analysis between differatiernatives.

3. For quality monitoring in real-time applications

4.3 Methods To Evaluate Il mage Quality

Some commonly used methods to evaluate image yaaétgiven below:
() Mean Squared Error (MSE)
(i) Peak Signal to Noise Ratio (PSNR)
(i) Structural Similarity (SSIM)
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4.3.1 Mean Squared Error (MSE)

An obvious method of measuring this similarity @ dalculate the error signby
subtracting the check signal from the referencecabcllating the average strengtlr
the error signal. Avera-SquadError (MSE) is the simplest and therefore the n
widely used, fullreference image quality masci This metric is usually utilize in
signal process and is outlined as follc

MSE=

M N
1
MSE = mZZ(xﬁ.n — (i, )

i=1j=1

Where x(i, j) represents the original (reference) imagey(i, j) represents th
distorted (modified) image and i and j arethe ppasition of the MxN image. MS
is zero wherx(i,j) = (i, j) .[5,9]

4.3.2 Peak Signal To Noise Ratio (PSNR)

Peak ratio, commonly abbreviated to PSNR, is anneeging term for the rati
between the maximum achievable strength of a sigmal the strength of tt
transmitted sound that affects the fidelity ofiiteage. While several signals result
truly broad dynamic variations, PSNR is usuallyregsed in terms of the index [
scale. The PSNR is assessed in decibels and iss@lygroportional to the avera
square error. This is given by the equa

256 256

PSNR = 10 lﬂglﬂw

4.3.3SSIM

The difference between the various technologiegrefiously mentioned relevanc
such as MSE or PSNR, is that these methods asshswute error; Conversel
SSIM may be a percepti-based model that treats image degradation as ped
change in strctural information, yet incorporates the activiy sensory activity
masking each brightness level and contrasting roastlitions. Structural informatic
is the concept of the interdependence of pixelse@ally after the concept is clea
closed. This dependence carries impor information about the structure of t
object within thevisual scene. Brightness level masking can be oheravimage
distortions (in this context) are less visible night areas, while contre masking is a
matter wiere visible activity or "texture" in the image igsible where distortion i

seen.
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The inspiration behind the structural matching rodtfor measuring image quality
that HVS images are not designed to detect impiofe and "errors”. Instea
HVST has evolved in such a way that it recognizes visadiepns so as to be able
find structures or connections to natural imageasdsl on this observation, it
realized that a helpful perceptible quality metsitl emphasize the visual structL
over lighting effects. The idea that image metrics woutdcbeated based on tl
philosophy was initially explored and so it was nfied, applied, evaluated ai
improved in contrast to struct and an image. Caselgr the structural approach
sensitive to di®rtions that break down natural spatial relatigpsisuch as blasts, t
art of block compression, and noise in an image. dascribed, the structur
philosophy can be applied by employing a set ofatiqus of the SSIM standa
metric in place of theigure. Illumination, contrast and structure are sueed
individually. Given the comparison of two images {mage patches) with x and
the average luminance of each image is estin

He = %E’::-:D Xy = f n=0 X

Contrast is estimated using standard deviatio

[ [
|1 r 2. — |1 =y 2
Te = H|EE?:=1[X:'2 _H.r)_ﬂ: - H|EE::=1(X:'2 _H.r)
and structureisestimate from the image vector x by removing the mean
normalizing by the stande deviation

X—u X—u
,:’j'x = —x,:’j'x =X
Ty Ty

Then, the measurements px; pax; ay; &79x; &“% are combined using
luminancecomparison function I(x; y), a contrast comparifunction c(x; y), and i
structure comparison function s(x; y) to give a posite measure of structur.
similarity

SSIM(x,¥) =1(x¥) % c(x ¥)P.s(x,¥)'SSIM(x,¥) = I(x, )% c(x,¥)P.s(x,¥)¥
Whereq; B; &¥¥ are positive constants used to weight each congrafisiction
The comparison functions are given

3(.’1’,}’) — :#x#}-*‘c.—j(_’)ﬁ,}’j — :f-'!xn'-'!}-+c;

pyHuyp+Cy pytuy+C,
Zoypw TC, Zugw T5

clx,v) = 2" clx,yv) = 2=
- Ztofic, G +op+C

R R

S(x"&:r) gt S =

s(x,y) =
’- I'.rxul'.r}-'fl:!_ I'.rxl'.r}-'fl:! - I'.rxul'.r}-‘l'l:!_ I'.p':l'.r}-'fl:!_
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Where () is the inneproduct operator defining the correlation betwewsa dtructure
of the two images.

[Zpppy+Cy ) 20y +Cal [Zppiy+Cy N2 0 +Cal

SSIM (x,v) = SSIM (x,v) =

[of+ps+o NEs +55+La) (EE+p3+0 HoE +78+03) [6 8]
. 1

45FILTER

Filters are datarocessing techniques that can smootl highfrequency fluctuation
in data or snatch specific frequencyriodic trends from data. The filter function
Matlab filters a vector of data x according to eiffnt equations.

The filter is driven by a movir-average filter implementation strate which is a

common data smoothing technic

Different types of MATLAB function:

Imfilter

N-D filtering of multidimensional imag

Syntax

B = imfilter(A, H)

B = imfilter(A, H, optionl option2,...)

Description

B = imfilter(A, H) filters the multidimensional array A with the mditnensional
filter H. The arrayA can be logical or a nonsparse numeric array of @dass and

dimension. The result B has the same size and ataé.

Each component of output B is calculated using @bti-precision floatin-point. If
A is an integer or logical array, the output eents are truncated beyond the inte

type limit and the values of the fraction are roeoh

Imnoise
Add noise to image

Syntax

J =imnoise(l,type)
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J=imnoise(l,'gaussian’,m,v)

J = imnoise(l,'poisson’)

J = imnoise(l,'salt&pepper’,d)

J = imnoise(l,'gaussian’,m,v) adds Gaussian whiigenof mean m and variance v to
the image |. The default is zero mean noise witli @ariance.

J = imnoise(l,'poisson’) generates Poisson noism filee data instead of adding
artificial noise to the data. If | is double precis then input pixel values are
interpreted as means of Poisson distributions doapeby 1el12. For example, if an
input pixel has the value 5.5e-12, then the cooedmg output pixel will be
generated from a Poisson distribution with meaB.b6fand then scaled back down by
lel2. If | is single precision, the scale factoediss 1e6. If | is uint8 or uint16, then
input pixel values are used directly without sogliRor example, if a pixel in a uint8
input has the value 10, then the correspondingubyipxel will be generated from a
Poisson distribution with mean 10.

J = imnoise(l,'salt&pepper',d) adds salt and peppese to the image |, where d is the
noise density. This affects approximately d*numed(kels. The default for d is 0.05.
The mean and variance parameters for 'gauss@gjvar', and 'speckle' noise types
are always specified as if the image were of cthmsble in the range [0, 1]. If the
input image is of class uint8 or uintl6, the imeofsinction converts the image to
double, adds noise according to the specified &k parameters, and then converts

the noisy image back to the same class as the.input

Gaussian filter

In the physical sciences and signal processorgussian filter may be a filter whose
emotional response may be a Gaussian performanceanoapproximate to it).
Gaussian filters have the feature of not getting awershoot for performing any
action while increasing and decreasing the reatimg. This behavior is closely
linked to the actual truth with the least possitilester delay of the Gaussian filter. It
is concerned about the best time-domain filterenethe standard frequency-domain
filters such as sinc. These units are importantegions such as oscilloscopes and

digital telecommunication systems.

Mathematically, a Gaussian filter modifies the inpy compromising by a Gaussian

function; This recording is additionally referredas Wearstrass Transform.
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T T T T
Fig: Shape of the impulse response of a typical Gausienr
Definition:
The onedimensional Gaussi filter has an impulse response given t
|2 gmax |2 j-ax®
g(x)g(x)=y= e
and the frequenagesponse is given by t Fourier transform

2.3 #2f7

X _
g(f)=e a g(f)=e a
with f the ordinary frequency. These equations can also beessed witt
the standard deviaticas paramete

And the frequency response is givet

f:

§(fifl=e =

By writing @ a function 07 with the two equations for g(xand as a functio

of %% with the two equations fc g(f)it can be shown that the product of
standard deviation and the standard deviationdrfrdquency domain is given

1

T T = —
F 2m

where the standard deviaticare expressed in their physicalits, e.g. in the case
time and frequenciyn seconds and Her

In two dimensions, it is the product of two s Gaussians, one per directi
1 1 _I=+_'!.‘= _I=+_'!.‘=

g(x;)/)l"?m. g 0% g =z0°

wherex is the distancéom the origin in the horizontal axy is the distance from th
origin in the vertical axis, al ois the standard deviation of t Gaussian
distribution.[7]
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4.6 Database

Fig: Imageb Fig: Image6
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Fig: Imagell Fig: Imagel2
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Fig: Imagel7 Fig: Imagel8
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Fig: Image2. Fig: Image24
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4.7 Program

Input imageread:-

functiorfingerprintdemo()

clearall
closeall
clc

I=imread(J:\20.png;
%l=imageread

11=1([130:440],[130:440]);
figure(1),subplot(2,2,1),
imshow(I1)

clearl

Image Binarization:-

1=I1;
H = fspecialgaussian[9 9],0.5); Figure4.lefRrence image
| = imfilter(l,H);

figure(1), subplot(2,2,2), imshow(l)
set(gcfposition,[1 1 600 600]);

J=I(:,:,1)>100;

figure(1), subplot(2,2,3
imshow(J)

set(gcfposition,[1 1 600 600]);

Image Thining:-

K=bwmorph(~Jihin'/'inf");
%K=bwmorph(~J,'skel’);
figure(1), subplot(2,2,4
imshow(~K)

set(gcfposition;[1 1 600 600]);

Figure4.2: Binarize auitgmage
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Figure4.3: Thinning output image

fun=@minutie;
L = nlifilter(K,[3 3],fun);

LTerm=(L==1);
% make all value of '1'is 1, but all zero.
figure(2), subplot(2,2,1),imshow(LTerm)

%LTermLab=bwlabel(LTerm);
LTermLab=LTerm;
propTerm=regionprops(LTermLabentroid)

CentroidTerm=round(cat(1,propTerm(:).Centroid));
figure(2), subplot(2,2,2)imshow(~K)
set(gcfposition,[1 1 600 600]);

hold on

plot(CentroidTerm(:,1),CentroidTerm(:,2))

holdon

LBif=(L==3);

LBifLab=bwlabel(LBif);
propBif=regionprops(LBifLabCentroid,' Image);
CentroidBif=round(cat(1,propBif(:).Centroid));
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plot(CentroidBif(:,1),CentroidBif(;,2)y0)

D=3;
Distance=DistEuclidian(CentroidBif,CentroidTerm);
SpuriousMinutae=Distance<D;
[i,j]=find(SpuriousMinutae);

CentroidBif(i,:)=[];

CentroidTerm(j,:)=[];

Distance=DistEuclidian(CentroidBif);
SpuriousMinutae=Distance<D;
[i,j]=find(SpuriousMinutae);
CentroidBif(i,:)=[];

%Process

Distance=DistEuclidian(CentroidTet
);

SpuriousMinutae=Distance<D;
[i,j]]=find(SpuriousMinutae);
CentroidTerm(i,:)=[];

hold off
figure(2),subplot(2,2,3),imshow(~K)
hold on
plot(CentroidTerm(:,1),CentroidTerr
5,2),10))
plot(CentroidBif(:,1),CentroidBif(:,2)
go)

hold off
Kopen=imclose(K,strekquarg1l));

KopenClean=amfill(Kopen,'holes);
KopenClean=bwareaopen(KopenCl
n,7);

Figure4.4Filtered image

figure(3), subplot(2,2,3), imshow(KopenClean)

KopenClean([1 end],:)=0;
KopenClean(:,[1 end])=0;
ROI=imerode(KopenClean,strel(sk,10));
Figure(2),

Subplot(2,2,4),imshow(ROI)

imshow(l)

hold on
imshow(ROI)
alpha(0.5)

hold on
plot(CentroidTerm(:,1),CentroidTerm(:,2))
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plot(CentroidBif(:,1),CentroidBif(:,2'go)

hold off

[m,n]=size(l(:,:,1));
indTerm=sub2ind([m,n],CentroidTerm(:,1),Centroid T€r2));
Z=zeros(m,n);

Z(indTerm)=1,

ZTerm=Z.*ROl';
[CentroidTermX,CentroidTermY]=find(ZTern
indBif=sub2ind([m,n],CentroidBif(:,1),CentroidBifQ));
Z=zeros(m,n);

Z(indBif)=1;

ZBif=Z2.*ROI’,
[CentroidBifX,CentroidBifY]=find(ZBif);

figure(3), subplot(2,2,1), imshow

Supress external minutiae to this ROI

Figure4.t Supressed image
holdon
plot(CentroidTermX,CentroidTerm'ro’, linewidth’,2)
plot(CentroidBifX,CentroidBifY'go) linewidth’2)

30

©Daffodil International University



Table=[3*pi/42*pi/3 pi/2 pi/3 pil4
5*pi/6 0 0 0 pi/6
pio000
-5*pi/6 0 0 O -pi/6
-3*pi/4 -2*pi/3 -pi/2 -pi/3 -pi/4];
%0OrientationTerm=zeros(6,1);

forind=1:length(CentroidTermX)

Klocal=K(CentroidTermY (ind)-2:CentroidTermY (ine,CentroidTermX(ind)-
2:CentroidTermX(ind)+2);
Klocal(2:end-1,2:end-1)=0;

[i,j]]=find(Klocal);
OrientationTerm(ind,1)=Table(i(1),j(1));
end

dxTerm=sin(OrientationTerm)*20;
dyTerm=cos(OrientationTerm)*20;

figure(3), subplot(2,2,2),imshow(K)
set(gcfposition,[1 1 600600]);
hold on

plot(CentroidTermX,CentroidTermYo','linewidth’2)
plot([CentroidTermXCentroidTermX+dyTerm]’,
[CentroidTermYCentroidTermY-dxTermi', linewidth’2)

forind=1:length(CentroidBifX)
Klocal=K(CentroidBifY(ind)-2:CentroidBifY (ind)+Z entroidBifX (ind)-
2:CentroidBifX(ind)+2);
Klocal(2:end-1,2:end-1)=0;
[i,j]=find(Klocal);

if length(i)~=3
CentroidBifY(ind)=NaN;
CentroidBifX(ind)=NaN;
OrientationBif(ind)=NaN;
Else

for k=1:3
OrientationBif(ind,k)=Table(i(k),j(k));
dxBif(ind,k)=sin(OrientationBif(ind,k))*5;
dyBif(ind,k)=cos(OrientationBif(ind,k))*5;
end

end
end
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plot(CentroidBifX,CentroidBifY'go’'linewidth’,2)
OrientationLinesX=[CentroidBifXCentroidBifX+dyBif(1);
CentroidBifXCentroidBifX+dyBif(:,2);CentroidBifXCembidBifX+dyBif(:,3)]’;
OrientationLinesY=[CentroidBifYCentroidBifY-

dxBif(:,1);CentroidBifY CentroidBifY-dxBif(:,2); CenbidBifY CentroidBifY -
dxBif(:,3)];

plot(OrientationLinesX,OrientationLines, linewidth',2)

end

Figure4.6Bifurecatedmage

functiony=minutie(x)

i=ceil(size(x)/2);
if x(i,i)==0;
y=0;
else
y=sum(x(?)) - 1;
end
end
function D=DistEuclidian(datasetl,dataset?2)
h = waitbar(OPistance Computatia)y’
switchnargin
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casel
[m1,nl]=size(datasetl);
m2=m1,
D=zeros(m1,m2);
fori=1:m1
waitbar(i/m1)
for j=1:m2
ifi==j
D(i,j)=NaN;
else
D(i,j)=sqrt((dataset1(i,1)-dataset1(j,1))"2+@kxt1(i,2)-datasetl(j,2))2);
end
end
end
case2
[m1,nl]=size(datasetl);
[m2,n2]=size(dataset?2);
D=zeros(m1,m2);
fori=1:m1
waitbar(i/m1)
for j=1:m2
D(i,j)=sqrt((datasetl(i,1)-datasgdj*2+(datasetl(i,2)-dataset2(j,2))"2);
end
end
otherwise
error(only one or two input argumerjts'
end

close(h)
end

Program of SSIM, MSE, SSIM

clc

clearall

closeall

image=(imreadE:\s1.png);
imagel=imresize(image,[128 128]);
figure,imshow(imagel)
imageO=(imreadE:\s2.png);
image2=imresize(image0,[128 128]);

figure, imshow(image2)

peaksnr=psnr(image2,imagel);

mse=immse(imagel,image?2);

similarity=ssim(imagel,image2);

fprintf('peaksnr= %f; similarity=%f\n; mse=%f\peaksnr,similarity,mse);
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CHAPTER 5
RESUL TS AND DISCUSSIONS

5.1 Introduction

Assessment of image quality is done either by stibje or objective evaluatic
Subjective galuations are expensive and t-consuming It is not possible to app
subjective assessments within an automated pefidine management. Objecti
assessments related to automated and mathematitialecalgaithms are used fc
testing. well-known bjective analysis algorithm is used for measur@bkege quality
as Mean Square Error (MSE) and Size Ratio from Bagikal (PSNR). Results of tl

program:

Stimulate the metrics
(such as MSE,PSNR)

v

Execute the metrics
with some standard images

v

To evalute and compare the
performance of different matrics

(MSE, PSNR & SSIM)

Figurel: Flow chart of evaluation image qua
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5.2 Results
Table5.1: Values of MSE, PSNR& SSIM

Image MSE PSNR SSIM
Imagel 0.24 54.28 0.25
Image?2 0.67 49.94 0.24
Image3 0.10 58.18 0.22
Image4 1.66 45.97 0.31
Imageb 0.61 50.32 0.23
Image6 0.38 52.35 0.33
Image7 0.24 54.32 0.34
Image8 1.25 47.20 0.26
Image9 0.17 55.77 0.32
Imagel0 0.14 56.84 0.25
Imagell 0.67 49.90 0.30
Imagel2 1.10 47.76 0.30
Imagel3 0.27 53.83 0.28
Imagel4 0.59 50.49 0.23
Imagel5 0.41 52.03 0.34
Imagel6 0.38 52.37 0.36
Imagel7 0.06 60.35 0.24
Imagel8 0.17 55.88 0.30
Imagel19 0.13 57.13 0.25
Image20 0.26 54.08 0.26
Image21 0.50 51.15 0.29
Image22 0.17 57.20 0.30
Image23 0.44 51.76 0.31
Image24 0.26 53.95 0.21
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5.3 Summary

Simulation of the fingerprint verification systenxaenines twenty-four live scan
fingerprint pairs. The experiment was able to safeathe funky Mintia pairing from
the real Mintia pairing and will efficiently andfafiently verify the identity of any
person supported by the data on the fingerprinptate. The simulations produced

subsequent results and steps taken to verify anawk fingerprint.
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CHAPTERG

DISCUSSION AND
CONCLUSION

6.1 DISCUSSION

Various image processes play an important role éasuring image quality. A good
effort has been made in recent yearsdéwelop objective image quality metrics.
Sadly, onlylimited success has been achieved. This thesisionsrthe weakness of
the method of measuring the quality of images éxats in the literature during this
insight into why image quality is so difficult. Egpmental resultindicate that MSE
and PSNR region units are very simple, easy toyappd have low processing
complexity. However, these methods do not show smesults. MSE and PSNR
images are acceptable for measuring the similaritymages only if the images
disagree with a certain type of distortion. Howevhey will not be able to measure
different types of distortions. SSIM is the mostdely used method for measuring
image quality. It will measure higher in differetypes of distortion than MSE and
PSNR works correctly but it fails in the case ajtily obscure images.

6.2 CONCLUSION

The MSE, PSNR and SSIM formulas still work accuyete measure the standard for
black and white images, but this formula can bengkd to measure the quality of
color images and videos. This method focuses oluatiag the quality of the full-
reference image, which suggests that a compledeerede image is assumed to be
known. In a number of intelligent applications, lewsr, the reference image is not
deserved and no reference or “blind” quality evatiamethod is interesting. Thus,

there may be one more strategy to support thisayssessment.
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