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ABSTRACT 

 

Navigating from one place to another has been a problematic task for the blind. In 

Bangladesh, the existing footpaths are mostly crowded or broken. Often, visually impaired 

people get hurt while walking in a footpath as they do not have anything but a stick to help 

them. Considering the problem scenario, we are proposing a smart solution to identify safe 

footpath and detect obstacles in a footpath. The system will also be capable of estimating 

the distance of the object as well as suggesting the safe pathway. To train the models we 

built a dataset of footpath images of Dhaka containing 3,000 hand-annotated RGB images 

for semantic segmentation and another dataset containing 500+ samples of real-world 

distances of reference objects w.r.t to their pixel coordinates in an image for distance 

estimation. We adopted and modified the U-Net architecture that is trained on our 

segmentation dataset which is capable of inference safe footpath with 96% accuracy with 

as low as 4.7 million parameters. The system utilizes YOLOv3 architecture for object 

detection and a polynomial regression based novel approach to estimate object distance. 

The distance measurement model obtains a score of 94%. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

Blindness has always been one of the most crucial health problems in Bangladesh. It can 

be caused by various reasons such as – accidental injuries, genetic issues, tumors, strokes, 

lazy eye, diabetic retinopathy, glaucoma, macular degenerations, cataracts, etc. The WHO 

published a report [1] on visual impairment prevalence in 2010 that estimated 285 million 

people worldwide are affected by visual impairment. Table 1.1.1 provides the geographical 

distribution of the problem. 

Table 1.1.1: Regional Distribution Data of Visual Impairment. (Per 100 pop) 

Region Vision Loss Blindness 

Africa 2.5% 0.7% 

America 2.6%  0.4% 

Eastern Mediterranean 3.2% 0.8% 

Europe 2.9% 0.3% 

South-East Asia  

(India Excluded) 
4.1% 0.7% 

Western Pacific 2.8% 0.5% 

China 5% 0.6% 

India 4.6% 0.7% 

The regional distribution shows that the Asian continent is suffering the most from visual 

impairment where the rate of vision loss maxed up to 5% and blindness to 0.8%. This data 

proves the severity of the problem is in South Asia. 

According to a report [2] published in 2012 by the Directorate General of Health Services 

(DGHS), there are more than 750,000 people aged 30 years or more in Bangladesh are 

suffering from blindness. The report says around 5M people including children had 

refractive errors. It was also pointed out that the number of blind people may become 

double by the year 2020. Certainly, the number has increased so much since then. In a 

recent report [3] published in late 2018 by Seva Foundation, a non-profit organization from 

the US said that at the time of publishing their report there were around 871,000 blind 

people in our country which was roughly around 0.82% of the total population.  
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Navigating from one place to another has been very perplexing and challenging for visually 

impaired people.  In most cases, blind or visually impaired people have almost nothing to 

assist them rather than a stick while they are moving. The scenario worsens when it comes 

down to our country as we have very narrow pathways.  In this research, we propose a 

vision-based real-time system to assist visually impaired by identifying walkable footpath 

and detecting obstacles in the way along with an estimated distance of the identified object 

in the pathway by using computer vision techniques. The system can also guide its users 

in which way they should move to avoid obstacles.  

One of the fundamental objectives of this research is to detect safe footpath. For this, it is 

monumental to identify the footpath boundary to the pixel level to perceive different 

knowledge like the borderlines, condition, or if there is any obstacle in the pathway. Hence, 

we used semantic segmentation to classify the footpath region from an image. Semantic 

segmentation is a technique that classifies an image to the pixel level. The technique is 

broadly discussed in later chapters. The segmentation task is carried out by U-Net [4], a 

convolutional neural network (CNN) architecture for semantic segmentation. U-Net was 

developed for rapid and precise segmentation for medical imaging. We tuned U-Net as 

though we can use it on our dataset of footpath images. For the detection of objects, we are 

using state of the art object detection technique YOLOv3 [5] with pre-trained weights 

trained on COCO [6] dataset along with our custom classes. YOLOv3 trained on COCO 

comes with mAp of 60.6. We used a regression-based model to estimate the distance of 

identified objects from their bounding box coordinates. Finally, for guidance, we used 

several image processing techniques. The In-depth explanation behind all these 

methodologies will be given in later chapters. 

 

1.2 Motivation 

Over 6 million people in Bangladesh need vision correction by spectacles and other means. 

Among them about 1.4 million children under the age of 15 are blind. Being human, we all 

need to move from one place to another no matter whether we are physically challenged or 

not. Compared to developed countries, we can easily deduce the complexity of moving 

around for a visually impaired in our country especially in the urban areas. The footpaths 

are occupied with hawkers and shops which left a little space to walk. They are narrow and 
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often broken. Even normal people face problems while walking through the footpaths due 

to a huge amount of shops and hawkers. Also, there are uncovered manholes, pillars, trees, 

and often parked vehicles in those footpaths which leaves visually impaired peoples nearly 

impossible to walk on and pass by. 

On the other hand, in recent years we see the enormous development in the field of artificial 

intelligence and computer vision. Advanced machine learning and deep learning 

algorithms are being applied almost in every sector. We can also observe this in the 

advancement of autonomous vehicles [7] technology. Very large-scale studies [8] are being 

undertaken to build self-driving cars although it’s mostly for our luxury. By watching the 

evolving autonomous technologies, we asked ourselves what if we can use some key-

concepts from autonomous vehicles and use it to minimize a social problem while keeping 

the cost minimal? What if we can build a system that may help the blind or visually 

impaired in their day-to-day movement? 

Therefore, to assist peoples with vision-problem we decided to come up with an efficient 

but feasible solution and build an intelligent system that can guide them while walking 

through footpaths in real-time. The everyday struggle of visually challenged people and 

autonomous vehicle technology motivated us to do this research. 

 

1.3 Rationale of the Study 

The problem every blind person faces every day to walk from one place to another is 

unquestionable. The statistics shown in the Introduction chapter comprehensibly reveals 

the severity of the problem. As the population is rising so is the number of visually 

impaired. Navigation is one of the major problems they have to face every day. Several 

types of researches have been done following different approaches to find assistive 

solutions for the problem in different countries. Some of them are studied later in the 

background chapter. However, most of them are very much  

costly and are mostly built for indoor use only. On the other hand, in the context of our 

country, there is no notable research that has been done to build an assistive navigation 

system that is socially and economically feasible even though its necessity is indubitable. 

Hence, we believe this is the first approach to come up with a solution in the problem 
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domain by using computer vision and deep learning algorithms and the research is expected 

to be very much compelling and effective. 

 

1.4 Research Questions 

This research takes into account several questions regarding the topic and throughout the 

study, it tries to address them while keeping the efficiency and feasibility in consideration. 

While addressing each question it comparatively analyzes different ways to solve them and 

picks the best.   

1. How to identify safe footpath? What existing methods can be used and which one 

is the most suitable? 

2. What algorithm should be perfect for real-time obstacle detection in this scenario? 

3. How to estimate identified obstacle distance without using external 

sensors/hardware? 

4. How to generate suggestions for the safe pathway? 

 

1.5 Expected Outcome 

The expected outcome of this research is to a system for assisting navigation. Having said 

that, it specifically outputs the following: 

1. An annotated footpath image dataset of Dhaka city footpaths for semantic 

segmentation.  

2. Deducing a deep learning model for footpath identification after comparative 

analysis to similar algorithms in terms of computational cost and accuracy.  

3. A low-cost unique object distance estimation model along with object detection. 

4. An image processing model that can analyze images and tell the user in which way 

they should move to avoid obstacles. 

 

1.6 Report Layout 

The whole report is divided into several chapters by the contents where each chapter 

contains multitudinous sections to portray the whole research properly to the reader. 

Simplicity is maintained while writing every chapter. In chapter 1 an overview of the 
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research is given. The chapter illustrates the purpose of the research, its rationale, the 

problems it intends to solve, etc.  

Chapter 2 mainly focuses on the background of the study. Brief descriptions of each 

principle terminologies that are used in this research are given along with respective 

algorithms. The chapter draws an evolutionary flow of different terminologies and 

comparative analysis of the terms so that the reader may find out what could be the other 

options to solve a particular problem and why the used procedures are dominant over 

others.  Reviews of related works are also given which includes their approaches, 

feasibility, and limitations.  

The working plan, procedures, and implementation are broadly explained in Chapter 3. It 

is broken down into many sections and sub-sections to explain each of the procedures 

properly. The core section of the chapter includes data collection, preprocessing, and 

analysis procedures, training of the proposed models on the prepared dataset and finally 

combining the trained models altogether.  

Chapter 4 briefly visualizes the experimental setup, results of the experiments, and 

discussion according to the analysis results. Several testing results of the final system are 

attached in this chapter to give a crystal idea of the overall research. 

In chapter 5 we showed the socio-economic influence, sustainability plan, ethical aspects, 

and the impact of the research on the environment. The constraints and limitations of the 

system are also included in the chapter.  

Finally, in the last chapter (Chapter 6), a complete summarized overview of the study is 

given to conclude the research. The future scope and plans based on the study are added 

later in the chapter. 
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CHAPTER 2 

BACKGROUND 

This chapter portrays the theoretical explanation of the terminologies used in this research. 

The chapter also focuses on related works about the topic that have been done previously. 

It depicts a comparative analysis of those work regarding this work in different criteria 

such as – performance, feasibility. Every terminology has been described unequivocally to 

keep the chapter unambiguous and the reason behind using it in this research.  

 

2.1 Preliminaries/Terminologies 

The system as a whole is a combination of several tasks e.g. safe footpath segmentation, 

object detection, distance measurement, and navigation guide. Each of them was 

accomplished using different methodologies, different background theory applies to them. 

Therefore, to illustrate each section properly they are explained in different sections. 

 

2.1.1 Footpath Segmentation  

One of the very core purposes of this research was to identify and segment the footpath 

region from an image. By nature, it is an image processing task and one may think of 

different ways to accomplish it.  In classical computer vision, the segmentation of an image 

can be done in various ways. Some techniques are explained below in brief along with their 

sustainability to solve the problem being discussed. 

1. Edge Detection: Edge detection is a popular method of segmentation by which 

sharp changes of pixel intensity are detected and object edges are identified and can 

be separated from the background. The basic idea of edge detection techniques is 

to identify discontinuities in an image. One of the most popular methods to detect 

edge is using the Canny edge detector [9]. This edge detection technique follows 

several step-by-step processes like noise filtering with Gaussian filter, gradient 

calculation, non-maxima pixel suppression in edges, thresholding, and hysteresis, 

etc. The result of applying Canny edge detection can be found in Figure 2.1.1.1. 
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Figure 2.1.1.1: Canny edge detector 

The Canny edge detector is a quite efficient technique to detect edges in a photo. It 

was initially applied to our dataset to find out the footpath boundary in an image. 

However, even though this technique was able to detect footpath edges on some 

ideal cases, it fails whenever the scene gets complicated therefore Canny edge 

wasn’t a preferable solution for this problem. Figure 2.1.1.2 illustrates two cases of 

the algorithm in the dataset. In the figure, the first sample shows a  

Source Image Canny Edge Detection Footpath Boundary 

   

 

 

 

  

Figure 2.1.1.2: Observation of the Canny edge detector in the dataset 

successful identification of the footpath boundary and the second one shows a 

failure. Therefore, it was concluded that Canny edge detection wouldn’t be a 

practical solution to the problem. 
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2. Thresholding: Image Thresholding [10] is a simple and straightforward approach 

to create binary images from grayscale images. It can be done in several ways but 

at its simplest form for a digital grayscaled image if a pixel intensity in the image 

is lower than some thresholding constant it is replaced by a black pixel otherwise it 

is replaced by a white pixel or in digital form the pixel values are replaced by 0 and 

255 respectively for a black and white pixel. Therefore, for a grayscaled image of 

shape (m, n), if pixel intensity is denoted by I(p, q) where 1 ≤ p ≤ m & 1 ≤ q ≤ n and 

thresholding constant is  Tc, 

 
If I(p, q) < Tc then I(p, q) = 0 

Otherwise, I(p, q) = 255 
(2.1.1.1) 

 Figure  2.1.1.3 illustrates the result of image thresholding. 

  

  

Figure 2.1.1.3: Image Thresholding.  

However, thresholding techniques need to be applied to grayscaled images. To 

apply thresholding in an RGB image, the image first needs to be converted to a 

grayscale image. It turns out as our dataset contains footpath images that are not 

uniform in color, so the conventional thresholding technique wouldn’t be that 

much effective here. 

3. Feature-Based Clustering: In plain words, clustering is the grouping of similar types 

of objects. It is an unsupervised algorithm that tries to group homogeneous pixels 

that belong to a particular region and divergent to other regions of an image. One 
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of the most popular clustering technique is K-Means Clustering [11].  The 

algorithm classifies objects based on their attributes into K number of clusters or 

groups hence the name K-Means. Figure 2.2.2.3 visualizes the operation of the K-

Means algorithm on a sample from the dataset when K = 3. 

 

 

 

 

Figure 2.1.1.4: K-Means clustering 

However, K-Means clustering comes with some disadvantages as well. In this 

algorithm, it is hard to predict the value of K and it has to be set manually. When 

the value of K is low, the problem can be alleviated by a few iterations with 

different values. But as the value of K increases determining it becomes 

complicated and time-consuming. There is also a known problem of outliers in this 

algorithm. Hence, this algorithm does not provide a sustainable solution. 

 

4. Deep learning-based Semantic Segmentation: Deep Neural Networks (DNN) [12] 

have proved their robustness and proficiency in different classification tasks. The 

use of deep neural networks in the field of computer vision has rapidly increased. 

We can notice the use of DNNs in classification, object detection, semantic 

segmentation, etc. In a classification task, the purpose of a model is just to tell if a 

certain object exists or not in an image. Convolutional Neural Networks (CNN) are 

popular for image classification. The background of CNN is described in the 

following section. For an object detection model, the model draws rectangular 

bounding boxes around identified objects, and then it tries to figure out which 

known object is inside the box. As object detection is in the scope of the research, 

it is also discussed later. However, this procedure doesn’t provide the shape of the 

identified object. But as per requirement, the precise location of the footpath in an 
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image is required to identify walkable footpath, and the best way to do that would 

be semantic segmentation. Semantic segmentation is an image classification 

procedure that associates each pixel of an image to its respective class label. It can 

be portrayed as a classification task that is done at the pixel level. Semantic 

segmentation has been a popular technique for autonomous vehicles, robotic 

applications, medical imaging, etc. As it is a state-of-the-art technique for image 

segmentation and its robustness, accuracy, feasibility surpasses other techniques 

semantic segmentation is the best way to go for footpath detection. The model that 

has been followed is U-Net. The intuition behind both is covered in the following 

chapter. 

 

2.1.2 Semantic Segmentation 

Before starting with semantic segmentation, it is required to get basic intuition of CNN as 

CNN is the basic building block of a segmentation model.  

Convolutional Neural Network (CNN/ConvNet): Convolutional Neural Network is a 

neural network architecture that mainly deals with data similar to the grid-like topology 

such as image data, time-series data where image data can be illustrated as a 2D grid and 

time-series data as a 1D grid [13]. The reason behind using CNNs over regular deep neural 

networks for image data is primarily complexity. An image digitally is a matrix where each 

cell of the matrix is storing pixel values. Therefore, for an image of shape 32 × 32, the 

input layer needs to be of size 1024 to hold all the pixel values let alone hidden layers. For 

an image of resolution 256 × 256, the input layer needs 65,536 neurons. It is observed how 

the complexity increases for regular networks. However, CNN solves this problem as they 

do not require the whole image as input rather the first convolutional layer is only 

connected to a certain number of pixels in their receptive field. In Figure 2.1.2.1 a 

convolutional neural network is visualized. Different layers  
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Figure 2.1.2.1: A convolutional neural network structure 

CNN predominantly consisted of 3 types of layers. Namely –  

1. Convolutional Layers    

2. Pooling Layers 

3. Fully Connected Layers 

 

Semantic Segmentation: As in the preceding section, it is said that semantic segmentation 

is straightforwardly a classification task at the pixel level where every pixel in an image 

gets classified to a certain label.  Figure 2.1.2.2 visualizes the semantic segmentation 

process in an image. 

 

Original Image Semantic Segmentation 

  

Figure 2.1.2.2: Semantic segmentation 

In the figure, it is visualized that two classes bike and person are classified and segmented 

but other pixels in the image are turned black as they are out of observation. 

Over the past few years, it has been one of the most popular methods to classify images at 

the pixel level and mostly done in collaboration with deep learning. Some of the state-of-
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the-art networks for semantic segmentation are  Fully Convolutional Network (FCN) [14], 

PSPNet [15], LinkNet [16], DeepLab [17], U-Net, etc. Among them,  U-Net was chosen 

for the base model as one of the main objectives of this research is to keep the computation 

cost minimal. Hence after several customization and minimization of them, a modified 

version of U-Net with comparatively few parameters was proposed for the footpath 

segmentation task. 

 

U-Net: U-Net is a state of the art model for semantic segmentation and has been quite 

successful in terms of medical imaging. This architecture follows an encoder-decoder 

model and can be illustrated as “U” shape hence it was named like that. Figure 2.1.2.3 

shows the architecture of the original U-Net. 

 

Figure 2.1.2.3: U-Net architecture 

 

The network can be divided into two parts, one is the contracting path that downsamples 

an input image to high-level features by the convolution process followed by the expanding 

path that concatenates the outputs from the contracting paths and upsamples the image to 
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its original size along with generating pixel-wise mask. This architecture was adapted and 

customized as per requirements to build a model while keeping the parameters count and 

loss as low as possible but increasing accuracy as high as possible. Two important concepts 

upsampling and downsampling are at the core of this architecture. They’re discussed here: 

 

Downsampling: Downsampling is done by the pooling layers in a convolutional neural 

network. These layers are used to shrink the shape of an input image to reduce computation 

complexity. Traditional techniques of downsampling like Max Pooling & Average Pooling 

ensure translational equivariance. Figure 2.1.2.4 illustrates max and average pooling 

operation where we can observe that like convolutional layers each neuron in a pooling 

layer is connected to only its receptive field in the previous layer. For max pooling, the 

maximum value is taken from the receptive field and for average pooling the mean value 

from the receptive field. 

 

 

Figure 2.1.2.4: Max pooling & average pooling 

 

Upsampling: By downsampling an image, a model learns what is in the image by reducing 

the feature maps. For a classification task, it is sufficient as it will only output a class label. 

Whether a segmentation model needs to output an image that is analogous to the input 

image shape with all the pixels classified. To mark an object location the necessity of 

upsampling comes in. It can be defined as the opposite task of downsampling. There are 

several methods of upsampling such as transposed convolution, unpooling, nearest-
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neighbor interpolation, etc. Figure 2.1.2.5 visualizes the nearest-neighbor upsampling 

technique in action. 

 

 

Figure 2.1.2.5: Nearest-Neighbor upsampling 

 

Transposed Convolution: Transposed convolution is one of the preferred techniques for 

upsampling. Theoretically, it is the opposite of convolution and generally fabricates an 

output feature map whose spatial dimension is greater than of its input feature map. 

However, a transposed convolution does not restore original input values as in 

deconvolution but only the spatial dimension.   

 

Figure 2.1.2.6: Transposed convolution operation 

Figure 2.1.2.6 shows transposed convolution of a 2 × 2 input matrix by a 2 × 2 filter or 

kernel. Here each color in the intermediate matrix responds to the result of the transposed 

convolution on the same colored cell in the input matrix. Finally, the output is obtained by 

adding up the intermediate matrices.  
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2.1.3 Object Detection 

Detecting obstacles in the pathway is another objective of this research. Object detection 

is needed to warn the user about their surroundings and avoid anything that may collide 

into them.  

Object detection is pretty much similar to semantic segmentation as they both classifies 

and localize objects in an image except in semantic segmentation pixel-level classification 

takes place and in object detection, a bounding box or bounding box coordinates around 

the classified object is returned. Figure 2.1.3.6 visualizes classification, object detection, 

and semantic segmentation operation in the same image. 

 

Figure 2.1.3.6: Classification, object detection & segmentation 

Several popular object detection methods are Fast R-CNN [18], Faster R-CNN [19], SSD 

[20], YOLOv3, etc. For this research YOLOv3 (successor of YOLO & YOLOv2) is used 

as it is most suitable in this scenario. The main reason for using it here is its speed. It 

outperforms other object detection methods to a great extent and is perfect for real-time 

object detection when smaller objects are not of great concern. A comparative analysis of 

different object detection techniques is given in Table 2.3.2 to illustrate it better. A brief 

description of YOLOv3 is given here.  

YOLOv3: It is a one-step object detection model that directly predicts bounding box 

coordinates (x, y, w, h where x = coordinate of the x-axis, y = coordinate of the y-axis, w 

= width of the bounding box, h = height of the bounding box), class labels and confidences 

of every prediction. This architecture is a coalition of regression and classification. Rather 

than considering the whole image at once, this architecture partitions the input image into 
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M × M sized grid. Inside every grid, n number of bounding boxes are considered where the 

network returns coordinates and the class probability of every box. If any class probability 

that is more than the threshold value is taken for final detection. Figure 2.1.3.7 illustrates 

the one-step object detection process of YOLOv3. 

 

 

Figure 2.1.3.7: YOLOv3 object detection process 

A few metrics are used for the performance evaluation of object detection models. Some 

of them are –  

Intersection over Union (IoU): IoU is the proportion of the overlapped region and the 

total region of the predicted region and the ground truth value. The output always ranges 

from 0 to 1, the higher the better. Mathematically, it can be described as – 

 𝐼𝑜𝑈 =  
𝐴 ∩ 𝐵

𝐴 ∪ 𝐵
 (2.1.2.1) 

 

 

Confidence Score: Confidence score refers to the probability of a bounding box containing 

an object. 

Where,  𝐴 = Ground Truth value 

 𝐵 = Predicted value 
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Precision: Precision refers to the ratio of true positive encounters and the sum of true 

positive and false positives. It signifies how accurately the model was capable to predict. 

It can be calculated by Equation 3.2.5.2. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2.1.2.2) 

Average Precision (AP) is a metric commonly used to evaluate the performance of an 

object detector. Even though the precision-recall curve can be used for this task, it can get 

complicated when the curves intersect. However, it can be described as the area under the 

interpolated precision-recall curve. It is given by – 

 𝐴𝑣𝑔. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  ∑(𝑟𝑖+1 − 𝑟𝑖)𝑃𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙 (𝑟𝑖+1)

𝑛−1

𝑖=1

 (2.1.2.3) 

𝐻𝑒𝑟𝑒 𝑟1, 𝑟2, … , 𝑟𝑛 𝑎𝑟𝑒 𝑟𝑒𝑐𝑎𝑙𝑙𝑠 𝑤ℎ𝑒𝑟𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠 𝑎𝑟𝑒 𝑓𝑖𝑟𝑠𝑡 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒𝑑 

AP is only calculated over one class. Therefore, it is important to calculate the mean AP 

over all classes as most object detection algorithms have multiple classes. To compute 

Mean Average Precision (mAP) for Nc classes we use – 

 𝑚𝐴𝑃 =  
1

𝑁𝑐
∑ 𝐴𝑃(𝑖)

𝑁𝑐

𝑖=1

 (2.1.2.4) 

Recall: Recall implies the proportion of the true positives and the ground truth value, which 

is the summation of true positives and false negatives. This metric symbolizes if the model 

could predict all the objects in it or not. Recall can be computed by – 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2.1.2.5) 
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2.1.4 Obstacle Distance Measurement 

To measure the distance of an object by only processing images multiple techniques [21] 

can be followed. Such as – 

1. Stereovision: The method utilizes two different camera sensors, where mostly one 

of them is a depth sensor. The depth sensor is used to measure the depth or the 

distance of the identified object from the camera. As it has a dedicated sensor to 

measure the depth it is highly accurate. But the method requires extra hardware (i.e. 

extra camera sensor, depth sensor, etc.) to accomplish its task. It is also complicated 

to set up different sensors altogether as their exists hardware compatibility and 

make them work. On the other hand, this procedure needs to process multiple 

images at once to estimate the distance of the subject which increases complexity. 

In the case of our proposal as we don’t prefer external hardware to keep the cost 

minimal, therefore, stereo vision is not a preferable technique.  

2. Time of Flight Camera: In this technique, the distance of an object is measured 

by the time taken of a light ray to transmit and reflected from the subject to the 

camera sensor. However, this biggest con of this method is that it is complex to 

separate the reflected signals as it contains so many constraints and a set of 

parameters like the property of the surface of the object, distance between the 

camera and the object, reflected light intensity, etc. This method is also highly 

affected by the surrounding environment. Thus, all these constraints make this 

approach very unsuitable for this research. 

3. Monovision: Monovision generally refers to the use of a single camera to estimate 

the distance of an object from the camera. It is highly used on robotic vision-based 

systems where the distance doesn’t have to be too precise rather a faster, workable 

solution will do. The charms of monovision techniques are that they do not require 

any additional hardware, calibration is easy, comparatively low computation is 

required for these techniques. With a little sacrifice of accuracy, good utilization 

can be obtained by using monovision techniques. In a previous study [22], we 

notice how keeping some parameters like focal length, camera position, camera 

angle fixed object distance can be measured by only digital image processing 

without any stereoscopic lens. By considering all the use-cases, we came up with a 
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regression-based monovision approach to estimate the distance. It is described 

shortly in the following section. 

 

2.1.5 Regression-Based Distance Measurement 

Regression analysis refers to some statistical procedures to draw a relationship between 

one dependent variable and one or more independent variables. Regression can be of many 

forms such as Linear Regression [23], Polynomial Regression [23], Logistic Regression 

[24], etc. These methods are rapidly used for prediction and forecasting tasks. The general 

form of most of them are given in Equation 2.1.5.1 

 𝑌 = 𝜑(𝑋, 𝛽) + 𝜖 (2.1.5.1) 

The concept behind using a regression model to predict distance for this case is very 

straightforward. We are mapping the real-world object distance into pixel distance in an 

image. However, it is necessary to find out a proper regression model that fits properly into 

the data points. The proper model for the scenario can be selected if the data points are 

analyzed properly. In this context, Polynomial Regression tends to work very well and fits 

well into the data points. In Section 3.2.2, we closely look into the dataset and discuss why 

the method is dominant over other regression-based models. To train the model, we used a 

dataset keeping several parameters fixed. It is elaborately discussed in Section 3.4.1.7. If 

we consider the bounding boxes as the output of the object detection model Figure 2.1.5.1 

we get vertical coordinate X, horizontal coordinate Y, object height h, and width w and we 

keep some parameters like image resolution, the focal length of the camera, camera 

position, viewing angle from ground constant and consider every detected object will be 

touching the ground then we notice a very close relation of the real world distance and the 

pixel distance in the image. 

 

Where,  𝑌 = Independent variable 

 𝑋 = Dependent variable(s) 

 𝜑 = Regression function 

 𝜖 = Error 
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Figure 2.1.5.1: Sample images showing the pixel distance of the identified object 

 

As in this research, only the objects detected in footpaths are under consideration it is safe 

to assume that the lower part of an object will always be touching the ground. Hence, we 

just need to calculate the pixel distance of center coordinates (𝑋𝑐 =
𝑋+(𝑋+ℎ)

2
, 𝑌𝑐 = 𝑌 + 𝑤) 

and simply map it to the real-world distance. To predict the distance, we built a dataset as 

well to train the regression model. The dataset has a structure given in Table 2.1.5.1. 

Table 2.1.5.1: Object Detection Dataset Structure. 

Dependent Variables, X Independent Variable, Y 

Xc Yc Real-World Distance 

 

Therefore, for each object detected on the footpath we just need to input these parameters 

(Xc, Yc) returned from the object detection model to the distance model to get an 

estimation. The methodology along with the constraints are described in Section 3.4.1.7.  
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2.2 Related Works 

In recent trends, significant development of computer vision and artificial intelligence can 

be noticed. Rapid use of deep neural networks can be observed in classification tasks to 

advanced vehicle technology. Whether it was inconceivable to think a car without a driver, 

nowadays we are seeing such artificial intelligence-driven automobiles in newspapers, TV 

channels, science magazines, etc. Soon enough we will start to see them in the highways. 

The idea of autonomous vehicles has only become possible by providing machines the 

ability to ‘see’. Enabling computers to perceive an image or a scene made this 

unimaginable thing possible. Perceiving knowledge about the environment can be a lot 

useful in different manners. The power of vision enables a system to extract a lot of 

information about its surrounding. This ideology is also being used for building assistive 

tools for navigation to help visually impaired people. So far, several approaches have been 

taken using miscellaneous technologies to develop such systems. 

A. Dionisi and et al. (2012) [25] used Radio Frequency Identification (RFID) transponders 

for localization of things. RFID utilizes radio waves to transmit data from a tag. A reader 

receives these signals and can help its user to make decisions. This technique works better 

in daylight and may help its user for indoor movement or finding things or retrieving 

distance information of objects that are previously tagged. But this procedure comes with 

a complexity of manually tagging things beforehand they can be localized. The existing 

database also needs to be updated as newer items are being tagged. But this type of system 

can’t assist in outdoor navigation as a person may encounter an infinite number of things 

outside and it is impossible to tag them all.  

In his work [26], Pradeep and et al. (2010) proposed a stereo-vision based method for the 

real-time navigation system for the visually impaired. His proposed method consisted of 

head-mounted sensors to get an observation of surroundings. The system was pretty robust 

as it used advanced computer vision techniques like Simultaneous localization and 

mapping (SLAM) for keeping location track of its user simultaneously and extracting 

information from an unknown environment. This system is well known as the first 

complete wearable system which used head-mounted sensors and provided tactile 

feedback. This system required special sensors and organization to work. 
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Lee Y.H. and Medioni G.  (2015) introduced a novel system [27] using RGBD cameras for 

assisting the navigation of visually impaired people. RGBD sensors are mainly used for 

3D mapping, localization or to build navigation systems. These sensors provide depth 

information along with the 3 color channels (Red, Green, and Blue) hence the name RGBD. 

The proposed system is composed of a smartphone User Interface (UI) to communicate 

with the device using audio and haptic feedback, an RGBD camera to get information about 

the surrounding with depth, a real-time navigation algorithm which performs Six Degree 

of Freedom (6-DOF) featured odometry in collaboration with the RGBD camera. This 

specific system was mainly developed for indoor environments and worked pretty well.  

While being tested it improved mobility of blindfolded users by 58% than the users who 

used white canes.  

Intelligent walking sticks [28, 29] also have become a common trend for developing 

navigation systems for visually impaired people. In “An Implementation of an Intelligent 

Assistance System for Visually Impaired/Blind People” [28] by Chen and et al. (2019) 

proposed an intelligent system containing a smart walking stick, a wearable glass, mobile-

based application and, an online platform. When the smart glass is worn and the smart stick 

is held by the user, the has the potentiality to detect obstacles and their distance. The system 

is capable of transmitting information to the online platform when the user falls.  

Another intelligent stick for assisting blinds was introduced by Pruthvi and et al. (2019) In 

their work, authors introduced an embedded system which is based on Raspberry Pi (A 

single-board computer) connected to a camera for visual perception and ultrasonic sensor 

for distance measurement. For object detection, they used YOLO for faster results.  The 

device captures the surrounding environment and retrieves information from it. 

Information on detected objects or any other warnings is relayed to the user by the 

connected earphones.  

Kanwal and et al. (2015) in their research [30] presented a navigation system using camera 

and infrared sensors. The system detects objects by identifying corners in input images 

from a camera.  Kinect’s infrared sensors are used to estimate the depth value of the 

obstacles. The proposed system also recommends the safe path and tells the user when to 

stop or start moving to avoid obstacles in the pathway.  
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In this research, we propose a system that minimizes prior limitations and finds an 

advanced solution in the problem domain. This proposal contributes to the following 

sectors – 

1. Building a semantic segmentation dataset for Bangladeshi footpaths. 

2. Minimizes U-Net architecture to make it more efficient to use with lower 

parameters.   

3. Finds a novel and efficient regression-based solution for object distance estimation 

from the camera. 

4. Finally, and most importantly it shows a way to minimize the navigation problems 

for visually impaired. 

 

2.3 Comparative Analysis  

In this section, we will explore and analyze different algorithms. For the sake of simplicity 

and a better portrayal, different algorithms are grouped by their objective and are described 

in a tabular manner separately so that the reader can easily get an overall intuition of the 

models. Table 2.3.1 provides a comparative analysis of different image segmentation 

approaches. 

Table 2.3.1: Comparative analysis of segmentation models 

Approach Features Limitations Evaluation Ref 

Edge 

Detection 

It is a very simple and fast 

algorithm to detect object 

edges. The algorithm is 

computationally very efficient 

and straight-forward.  

Only works well when the 

object edges are sharp. The 

algorithm hardly works in 

images having complex 

scenes. The algorithm highly 

depends on the pixel 

intensity in an image. 

Not suitable for 

this research. 
[9] 
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Feature  

Based 

Clustering 

The algorithm groups image 

pixels by characteristics. It can 

be used when features are 

known. Comparatively simple 

to implement and easy to use 

when set of features is small. 

Complexity proportionally 

increases with features. The 

algorithm doesn’t work well 

when features are unknown. 
Unsuitable for the 

problem domain. 
[11] 

FCN 

It only consists of 

convolutional layers. 

It can input a random sized 

image to produce an output of a 

fixed size. 

It uses deconvolution to 

upsample feature maps. 

The algorithm works better 

than classical computer 

vision techniques. However, 

it is comparatively slow for 

real time use. The FPS of the 

algorithm is relatively 

slower. 

Better solution 

needed for real 

time use. 

[14] 

U-Net 

A segmentation model that 

follows encoder-decoder model 

and was developed for medical 

image segmentation. It requires 

very less data and is efficient to 

run on resource constraint 

devices. It is also useful to be 

used in real-time segmentation 

sceneris. 

The model performs pretty 

much better than most of the 

previously developed 

techniques. However, data 

should be annotated 

properlyfor a good result. 

A good solution 

to real-time 

footpath 

segmentation. 

[4] 

 

There are several methods for object detection some of them are mentioned in 

Section 2.1.3. Table 2.3.2 yields a comparison study between different object-

detection models. 
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Table 2.3.2: Comparison between object detection models. 

Model Overview Evaluation Ref 

Fast 

R-CNN 

In this model a single-stage training updates inner 

layers. Every feature map produces a fixed layer 

feature vector for every region proposal by an 

ROI pooling layer and then fed into fully 

connected layers. 

This model achieved 66% mAP 

on PASCAL VOC 2012. 

However, it is not suitable for 

real-time use.  

[18]  

Faster 

R-CNN 

The model is composed of a Deep ConvNet 

(DCN) for region proposal and a detector (Fast R-

CNN) that uses proposals from the prior 

ConvNet. 

Faster R-CNN ahieved 73.2% 

mAP at 7 FPS which is pretty 

good but not enough. 

[19] 

 

SSD 

SSD is a very fast object detector that uses only 

one network to detect objects in an image unlike 

Region Proposal Networks (RPN). It is relatively 

simple This algorithm aggregates predictions 

from different feature maps which allows it to 

detect objects of various sizes. 

On PASCAL VOC 2007 SSD 

gained 74.3% mAP for images 

with 300×300 resolution. 

Simillarly, for 512×512 images 

it achieved 76.9% mAP.  

[20] 

 

YOLO 

The YOLO algorithm is very quick and precise to 

detect objects. At the time of writing this paper, it 

has 3 versions namely YOLOv1/v2/v3. It divides 

an input image in multiple grids and uses a single 

neural network to predict objects. It’s almost 

1000x and 100x faster than R-CNN and Faster R-

CNN respectively. It is comparatively lightweight 

that makes it enable to use in low processing 

powered devices. 

On COCO dataset YOLO 

achieved 28.2 mAP in 22ms 

where SSD obtained 28 mAP in 

61ms. Even though the model 

sometimes struggles to detect 

objects of tiny shape, its 

computation cost, speed, and 

accuracy make it highly feasible 

to develop a real-time object 

detection system. The most 

remarkable thing about YOLO is 

that it can also work very 

efficiently with little or no 

external GPU support. 

[5] 

 

 

The technical report of YOLOv3 also provides a comparison chart of performance between 

different models. It is adopted here in Table 2.3.3 to give the reader a better idea about the 

algorithm. 
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Table 2.3.3: YOLO comparison chart. 

Dataset Model mAP Time (milliseconds) 

COCO 

SSD 321 28 61 

DSSD 321 28 85 

R-FCN 29.9 85 

SSD 513 31.2 125 

DSSD 513 33.2 156 

FPN FRCN 36.2 172 

RetinaNet 50 (500) 32.5 73 

RetinaNet 101 (500) 34.4 90 

RetinaNet 101 (800) 37.8 198 

YOLOv3 320 28.2 22 

YOLOv3 416 31 29 

YOLOv3 608 33 51 

 

2.4 Scope of the Problem 

The research is intended for figuring out the problems a blind person may face while 

walking in the footpath and coming up with an intelligent solution that may help them 

while walking around. In this study, it is conjectured that building such a real-time system 

is complicated when the resource is very limited. However, the current study may not solve 

the problem domain perfectly but it proposes a very efficient system to aid the visually 

impaired that could be of great social impact and it enables a new pathway to build similar 

systems for the problem domain.   

 

2.5 Challenges 

Every study faces many challenges in its lifecycle. This one is not an exception either. 

While conducting this research in each stage we faced many challenges that had to be dealt 

with very cautious and strategically. Some notable challenges that were faced during this 

study are as follows – 

1. Problem Formulation: Formulating problem domain is the primary but very crucial 

step to conduct any research. It was a very thought-provoking task to find out the 

topic. 
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2. Data Preparation: Preparing dataset is the very first and probably the most 

important step to prepare any machine learning/deep learning algorithm as the 

better the data, the better the result. For this research, we needed different kinds of 

footpath images but there was no available dataset. Therefore, we built the first 

annotated footpath dataset for Dhaka city and annotated it. Another dataset was also 

prepared for distance measurement. The dataset was diversified enough to 

recognize several types of footpaths. 

3. Selection of the Best Suited Method: As this research lies under the field of 

computer vision, each problem it intends to solve can be solved in different ways. 

Nevertheless, the pivotal task is to find the best-suited method after analyzing other 

approaches that are may be available. Hence, for each problem, we studied several 

methods and picked the one with the best performance. Methods from classical 

computer vision to state-of-the-art deep learning architectures are analyzed before 

side-by-side in terms of performance and feasibility before final selection. 

4. Model Training: As the research highly involves deep neural networks, it requires 

a lot of costly computational resources to train it properly. We had to figure out the 

right platform to train and evaluate different models. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

This chapter portrays a comprehensive and thorough description of the study. As the 

research serves multiple purposes each methodology is explained separately for the 

convenience of the reader. To solve a problem in this research each of the methods was 

chosen after a comparison study between several methods considering their accuracy, 

reliability, and feasibility. Previous works are taken into account as well as their limitation. 

The whole workflow was divided into 4 different where each stage contains multiple tasks 

to be done hierarchically. This segmentation made the whole task easier to carry out. Figure 

3.1.1 illustrates the overall workflow of the project.  

 

Figure 3.1: The methodological workflow of the research. 

Throughout this whole paper, each stage was explained elaborately for a better assessment 

of the reader. Stage 1 which is mostly correlated to background study and finding a feasible 

solution was described in Chapter 2. In the rest of this chapter, stage 2 to 4 will be discussed 

explicitly.   

 

3.1 Research Subject and Instrumentation 

The sole purpose of this research is to develop a system that may assist visually impaired 

people to navigate with a bit of ease. This research covers several objectives like building 

a dataset for footpath images of Dhaka, proposing a deep neural network segmentation 

model for footpath identification, object detection, estimating detected objects distance 

from the camera which is in the pathway, and a guide to avoiding obstacles safely. One of 

the principal goals of this research is to fulfill each objective only by image processing 

rather than using additional hardware as economic feasibility is a great concern because 

we want this system to be accessible by anyone who needs it regardless of their pecuniary 
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condition. However, it would be also worth mentioning that the system may also come 

useful for robotic vision as it is capable of identifying safe footpath regions from images 

along with its other objectives. The proposed system is highly dependent on different 

computer vision and image processing techniques. Therefore, the datasets we’ve built or 

used here mainly consist of images or numeric data extracted from images. To collect the 

data, different cameras and a fixed-length tripod were used. Figure 3.1.1 (a) visualizes a 

mobile phone mounted on a tripod which was used to capture photos to build the datasets 

and (b) illustrates the measures taken to index the real-world distances of reference objects. 

 (a) (b) 

 

 

 

Figure 3.1.1: Data Collection Instruments 

 

3.2 Data Collection Procedures 

At the time of writing this paper, there is no known dataset with Bangladeshi footpath 

images that can be used for semantic segmentation. Therefore, building a dataset with 

footpath images of Dhaka was the only option ahead. Multiple mobile cameras were used 

to capture footpath images in different areas of Dhaka city. Image samples were mainly 

collected from Shukrabad, Jigatola, Dhanmondi R/A, Dhanmondi-27/32, Muhammadpur, 

Mirpur-1/2/6/7/10/11/12, Mirpur DOHS, Rupnagar, Shyamoli, and Farmgate area. The 

data collection phase started in July 2019 and ended in early September of 2019. To keep 

the data symmetric in the dataset the photo resolution was kept 1:1 for most of the photos. 

The preferred resolution was either 720 × 720 (0.52 MP) or 1088 × 1088 (1.18 MP). 

However, all of them were converted into 256 × 256 later. This phenomenon is elaborately 
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explained in section 3.2.2. On the other hand, for distance estimation, we utilized a 

regression-based approach. Hence another dataset was also prepared. This dataset contains 

model objects pixel co-ordinates and real-life distance in numeric format. However, each 

of the numeric data was extracted from a reference digital image. The reference images are 

also taken from the same camera keeping resolution 720 × 720 and later converted to 256 

× 256 as the segmentation dataset. The procedure is shortly described in Section 3.2.2. 

 

3.2.1 Semantic Segmentation Data Collection & Preparation 

We combined the whole data collection & preparation for the segmentation process in a 

few steps. The workflow can be visualized by Figure 3.2.1.1. 

 

Figure 3.2.1.1: Segmentation data collection & preparation workflow 

Each of the steps illustrated in the figure is shortly described in the following paragraphs. 

 

3.2.1.1 Raw Image Collection 

As per the requirement of an image database, the very first step is to collect images of the 

working domain. It should be mentioned that the footpaths of Dhaka city are very 

asymmetric by looks, condition, or even in width. That being the case it was pretty much 

unrealistic to capture photos of only one area and leave others behind as the model may 

work better on the dataset but it will not provide any good result or probably it will fail in 

the real-world scenario. So, to make the model robust and pragmatic several places of 

Dhaka city were selected and photos were taken accordingly to make the dataset versatile. 

The versatility in the dataset also helps the model to be tolerant of different cases. A vast 

number of samples were needed to make the model work better. Around 3,200 photos were 

taken from different places in Dhaka which contained different types of footpaths.  
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Figure-3.2.1.1.1: Different image samples from the dataset. 

 

From Figure 3.2.1.1.1, it is observable that footpaths in the selected region are very 

diversified. They vary in color, shape, building materials, and conditions as well. Hence, it 

is a very challenging task to make a system to recognize all these variants and identify 

walkable pathways. Classical computer vision techniques would fail for a variegated 

dataset like this as symmetricity of data is very important for those techniques to work. 

Having all these criteria in mind, it was only feasible to devise a deep learning model as 

recently they have shown their expertise in image classification or localization tasks like 

this.  

 

3.2.1.2 Image Cleaning 

Data cleaning refers to the process where inaccurate, faulty, or irrelevant data get removed 

or corrected. In this case, even though cleaning raw images is very trivial there as each 

photo was taken very carefully and there is very little that could be done after detecting 

faulty data but it is always beneficial to have a glimpse at the whole dataset if possible. 

Such is advised as for training a neural network model as faulty, incorrect, or inconsistent 

data may lead a network to wrong prediction which is very much unintended. Therefore, 

the whole dataset was revisited thoroughly and 3,000 of 3,200 images were taken. For 

cleaning purpose following steps were taken: 
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1. Removing outlier images: Sometimes unexpected data can be found in a dataset 

that doesn’t belong to the data domain. Those data are referred to as outliers. There 

is an exigent need for removing outliers to retrieve the best result from the proposed 

model. Hence the whole dataset was manually checked for such images or outliers. 

In the dataset, some random images were detected and removed. 

2. Removing analogous observations: Some images in the dataset were too 

analogous to another sample as if they were duplicate of the other. Such samples 

may trigger overfitting in the model. Hence, it was necessary to clean such 

instances. The dataset was checked meticulously as much as possible and if two 

samples with this much similarity were found, one of them was removed from the 

dataset. 

3. Reshaping Images: Different devices with different resolutions were used to 

capture all the images. Hence, they were asymmetric in shape. It is indispensable 

that all the images in the same batch should have the same shape while training a 

convolutional neural network model. Therefore, keeping the resource available for 

training and the feasibility in mind, resolution of 256 × 256 was determined and all 

the instances were resized into this shape before further processing. 

 

3.2.1.3 Image Annotation 

Image annotation is the procedure of assigning labels to an image. In other words, assigning 

metadata to image data where metadata reveals some useful information about the image. 

To make a computer perceive images or extract information from it at first it is necessary 

to provide it such labeled or annotated images are given to it so that it would learn 

eventually. The more annotated data is provided, the more a machine can learn thus 

becoming artificially intelligent. To put it simply, image annotation is a way of telling a 

computer what is in an image, or which part of the image is what. There are different 

annotation techniques as well as tools that are available for annotating images. Some of the 

most popular methods are bounding box annotation, polygon annotation, semantic 

segmentation, etc.  In this case, as the proposed system contains a semantic segmentation 

model, obviously a similar annotation process is required to carry out the task. 
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As the objective of this research is to recognize safe footpath artificially, it is required to 

annotate the footpath region from the images so that computers may learn which portion 

of an image is a safely walkable footpath and which part is not. Each of the samples in the 

dataset was hand-annotated by the researchers. The metadata of each image was saved in 

JSON files for later use which contain the region of footpath in an image. For annotation 

Labelme [31], a graphical user interface tool was used to manually label images. The 

operation of annotating was carried out very carefully and rigorously to keep the error as 

minimal as possible. 

Original Image Annotated Image 

 

 

 

Figure-3.2.1.3.1: Image before and after annotation. 

 

Figure-3.2.1.3.1 visualizes an instance from the dataset where an image is shown before 

and after hand labeling.  

 

3.2.1.4 Mask Generation 

Image masking refers to the task of making some portion of an image disjunctive to the 

rest of the image. One way of image masking is setting the pixel values of the unnecessary 

region to null, which is cutting off the region of the image that is not going to be used for 

the observation or experiment. It is done so that the system may learn which pixels or 

region of an image contains useful data and which region contains none. Pixel wise 

masking provides a granular understanding of the image to the system.  

In this research, masking is done in a way so that the segmentation model has the insight 

of ground truth value with which it can compare its prediction. Each image in the dataset 
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has a ground truth or mask image related to them. These masked images are generated from 

the annotation metadata (JSON files) generated in the prior data preparation process. 

Masked images are of similar shape that is (256 × 256) and grayscaled. Each pixel is either 

black (minimum intensity of 0) if they are outside of the footpath region in an image or 

white (maximum intensity of 255) if they are inside the footpath region. A python script 

was used to read annotated JSON files from the dataset and generate corresponding masks 

of the image. Figure 3.2.1.4.1 should provide an intuition about the masking images. 

Original Image Masked Image 

  

  

Figure-3.2.1.4.1: Images before and after masking. 

These mask images will help in training as they will let the model know that white 

regions have maximum weight in contrast the black has the minimum. 
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3.2.1.5 Image Manipulation 

It is often found that manipulating dataset images may improve a neural network model in 

various ways. A lot of tests have been done on our model to improve its performance and 

accuracy. Different image manipulation techniques like rotation, sharpening, blurring, etc. 

have been applied on the dataset and we noticed the model tends to work better in both 

training and validation if all the images in the dataset are trained along with their blurred 

mimics at different factor.  

Image Blurring: Image blurring is a technique to smoothing images so that the edges in 

an image are less observed. For blurring an image a kernel or filter is used which is also 

known as a low-pass filter. What this filter does is, it lets low-frequency pixels to go 

through and blocks high-frequency pixels. Here frequency simply alludes to the alteration 

of pixel values. In digital images, around object edges, pixel values vary to a great extent 

thus forms high-frequency. However, as much as we can block this high-frequency the 

more blur an image gets.  

To create blur images of the original images in the dataset different kernels (KN) of shape 

(N, N) were used. Equation 3.2.1.5.1 explains a general form of the kernel used – 

 

 𝐾𝑁 =  
1

𝑁 × 𝑁
 [

1 1 1
1 1 1
1 1 1

] (3.2.1.5.1) 

 

Where, 2 ≤ N < 6 

Equation 3.2.5.1 shows that as the number of N increases the image gets more blurred. The 

value of N was randomly picked to transform an image. These blurred images were 

included in the dataset before training. Point to be noted that for the blurred images mask 

of the original images were used as the ground truth value.  Figure 3.2.5.1 shows several 

samples from the dataset along with their blurred copies and masks. Different level of 

blurring of data samples is observed in the given figure. 
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Original Image Blurred Image Mask 

  

 

   

Figure-3.2.1.5.1: Original image, blurred version, and corresponding mask. 

 

3.2.2 Distance Estimation Data Collection & Preparation 

Compared to the preparation of the segmentation dataset, it was easy to work on the 

distance estimation dataset as it doesn’t require images from different places. The 

workflow of the whole procedure is given in Figure 3.2.2.1. 

 

Figure 3.2.2.1: Workflow of distance estimation dataset preparation. 

We shall explore these steps in brief in the following section as some of the procedures are 

already introduced in Section 3.2.1.     

3.2.2.1 Raw Image Collection 
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This step involves capturing images of reference objects. We followed a simple method for 

this. Setting the camera on a tripod at the height of 50 inches from the ground, images of 

the reference object were taken. Parallelly, the real distance of the object was indexed. 

Keeping the camera fixed in the same position we changed the position of the reference 

object as many times as necessary and continued the procedure. Thus, completes the raw 

image collection step. Figure 3.2.2.1.1 illustrates a reference object while being captured - 

  

Figure 3.2.2.1.1: Raw image collection of the reference object 

 

Figure 3.2.2.1.1 illustrates a few samples from the dataset where the reference object can 

be seen in different positions of the image frame. The red rectangles in both photos are 

symbolizing reference objects. Both of the rectangles are created graphically over the 

actual object for better illustration. 

 

3.2.2.2 Annotation of Reference Objects 

To find the pixel distance, the coordinates of the reference object is needed to be found. 

The best way to figure that is by annotating the object. Hence, similar to the footpath 

annotation technique we used manual hand labeling to annotate images. This dataset is 

simpler as the reference object is only a rectangle-shaped object and each image has only 

one object in it. Figure 3.2.2.2.1 visualizes an annotated sample. 
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Original Image Annotated Image 

  

Figure 3.2.2.2.1: Annotation of reference objects 

The annotation data was saved into JSON files. Each metadata files contain two vital 

coordinates information. The lower pixel coordinates (Xl, Yl) and higher coordinates (Xh, 

Yh) of the reference object as shown in Figure 3.2.2.2.1. 

 

3.2.2.3 Extraction of Ground Coordinates 

As per the proposal, we’re using only one coordinate of an object to estimate the distance 

between it and the camera. However, objects can be of different sizes and shapes. It is 

difficult to tell the exact distance of an object in an image from the camera without any 

specialized hardware such as - depth sensor. As the problem domain is only concerned 

about objects in the footpath, we figured most of the obstacles (such as – humans, parked 

vehicles, animals, etc.) will always be on the ground. Hence, to estimate the distance of 

any object lying in the footpath we just need to calculate the point distance of the center 

point of the lower base of the object bounding box. Based on this theoretical knowledge, 

to apply this in practice a regression model is needed to be trained with relevant data. As 

the annotation files contain (Xl, Yl) and (Xh, Yh) coordinates of the bounding boxes, it is 

needed to calculate the lower center points before indexing each data points in the CSV 

file. The center coordinates can be easily calculated by the Equation 3.2.2.2.1. 

 
𝑋𝑐 =

𝑋𝑙 + 𝑋ℎ

2
 

𝑌𝑐 = 𝑌ℎ 

(3.2.2.2.1) 
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This equation can easily be realized by referring to the annotated reference object in Figure 

3.2.2.2.1. 

 

3.3 Dataset Analysis 

This research consists of two datasets. Each of them is prepared after following multiple 

procedures. In this section, we will briefly look at the dataset definitions and some relative 

analysis. 

 

3.3.1 Segmentation Dataset 

The processed dataset contains 6,000 RGB images along with the same number of ground-

truth mask images. Table 3.3.1.1 provides a summarized overview of the dataset. 

Table 3.3.1.1: Segmentation dataset definition 

Data Type Quantity 
Color 

Channels 

Resolution  

(For Images) 

Total 

Size 
Format 

Raw data 3,200 
3 

(RGB) 

720 × 720, 

1200 × 1200, 

960 × 1280 

1.88 GB JPG 

Selected 

sample 
3,000 

3 

(RGB) 

720 × 720, 

1200 × 1200, 

960 × 1280 

1.75 GB JPG 

Resized 

sample 
3,000 

3 

(RGB) 
256 × 256 117 MB JPG 

Annotation 

files 
2,962 NULL NULL 77.5 MB JSON 

Processed 

image 
6,000 

3 

(RGB) 
256 × 256 190 MB JPG 

Ground-truth 

masks 
6,000 

1 

(B&W) 
256 × 256 46.2 MB JPG 
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3.3.2 Distance Estimation Dataset 

In the initial procedures, the dataset has a definition as given in Table 3.3.2.1.  

Table 3.3.2.1: Primary form of distance estimation dataset. 

Data Type Quantity 
Color 

Channels 

Resolution  

(For Images) 

Total 

Size 
Format 

Raw data 500 
3 

(RGB) 
720 × 720 400 MB JPG 

Resized 

sample 
500 

3 

(RGB) 
256 × 256 10 MB JPG 

Annotation 

files 
500 NULL NULL 14 MB JSON 

However, for convenience of use to train the regression model important data from 

annotation files were extracted to make a CSV dataset. The final dataset definition can be 

found in Table 3.3.2.2. 

Table 3.3.2.2: Final Form of Distance Estimation Dataset. 

Field # of Entry Data Type Description 

filename 

500 

String 
This field contains the filename of the 

reference image. 

x_center Float 

This field contains the horizontal pixel 

coordinate of the reference object’s 

ground center point. 

y_center Float 

This field contains the vertical pixel 

coordinate of the reference object’s 

ground center point. 

dist Integer 

The real-world distance of the reference 

object’s center point from the camera in 

inches. 

 

With the general idea obtained from the dataset definition now let’s consider the scatter 

plots plotted by data points in Figure 3.3.2.1. 
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(a) Xc coordinate vs Distance (b) Yc coordinate vs Distance 

 
 

Figure 3.3.2.1: Scatter Plots of X, Y Coordinates & Distance. 

The scatter plots illustrate different observations of the reference object’s distance from the 

camera w.r.t. Xc and Yc pixel coordinates in the image. Here, the vertical axis in both 

figures is representing the distance in inches and the horizontal axis representing X or Y 

coordinate depending on the figure. If we look closely at the figures it can be observed that 

we can not deduce any important information from Plot (a) as it is simply plotting different 

data points in a scattered manner. It is expected as different points in the horizontal axis of 

an image can have the same distance. However, in Plot (b) we can easily observe the 

relation of the vertical axis and the distance. It is figured that as Yc increases, the distance 

decreases maintaining a flow. It is worth mentioning that the reason behind this negative 

relation is that unlike the conventional coordinate system, for an image of shape (M, N) we 

indicate the top-left pixel as (0, 0) and the bottom-right pixel as (M, N). This plot also 

reveals the non-linearity of the data points as well. It can be easily concluded that a linear 

model won’t work well for this dataset as a straight line will not properly fit into the data 

points. Therefore, it is clear that linear regression will not be a proper solution rather 

polynomial regression will work better in the scenario. 



 

©Daffodil International University  42 

 

 

 

Figure 3.3.2.2: 3D Scatter Plot of the Data Points. 

 

We can observe the relation of distance and the coordinates more vividly in Figure 3.3.2.2 

where the data points are plotted in 3D. This plot represents the relation between the object 

distance and its coordinates. This discussion enlightens the dominance of Y coordinate in 

distance estimation. This analogy will be proved by Pearson r [32] correlation analysis 

shortly. It is a common method to appraise the relationship between two variables. It is 

given by the Equation 3.3.2.1. 

 𝑟 =  
𝑛 ∑ 𝑥𝑦 − ∑ 𝑥 ∑ 𝑦

√(𝑛 ∑ 𝑥2 − (∑ 𝑥)2)(𝑛 ∑ 𝑦2 − (∑ 𝑦)2)
 (3.3.2.1) 

Where n = number of pairs 

    x, y = variables 

The resultant value ranges -1 ≤  r  ≤ 1, where -1 represents a perfect negative relationship 

and +1 represents a perfect positive relationship. For any r > 0, it represents that if one 

variable increases or decreases the other one tends to increase or decrease respectively as 

well. In contrast, for any r < 0, the relationship works oppositely.  

After applying this equation for X and Y coordinates and respective distances separately 

in the dataset we get, PY = -0.91, PX = -0.04.  

We can observe the degree of correlation of Y coordinate to the distance from these 

coefficients as the value of PY is very close to -1. 
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3.4 Proposed Methodology 

In Chapter 2, we studied several approaches for a problem domain to solve each of them 

and proposed the most feasible solution. This section encloses the encyclopedic explication 

of each method separately. The workflow diagram given in Figure 3.1.1 signifies that stage 

3 and stage 4 are training and evaluating phases respectively. Both of them are explained 

separately for a better portrayal.    

 

3.4.1 Training Phase 

The training phase is further divided into several segments as the research requires multiple 

models for different purposes. The models were trained either in local machines or in 

cloud-platform like Google Colaboratory [33] (a cloud platform that provides free RAM, 

GPU, and storage for research) if there was not enough computational resource for training.  

 

3.4.1.1 Segmentation Model 

The U-Net architecture is adopted for the semantic segmentation of footpath in an image. 

Several modifications were done to reduce computation complexity as well as to obtain 

high accuracy in different metrics. The model is composed of end-to-end ConvNets and is 

divided into two parts namely - encoder and decoder.  Figure 3.4.1.1.1 visualizes the whole 

architecture of the model. The encoder part in the diagram is responsible for extracting 

features from an image. The encoder part of the model is built by using several 

downsampling blocks in series. The shape of the feature map gradually decreases as 

consecutive convolution and pooling operation takes place in downsampling blocks. 

However, it is worth mentioning that, each convolution block in this model is made up of 

2 consecutive convolution operations. In contrast in the encoder part, the image size gets 

restored to the input size along with the localization of classified pixels by consecutive 

transposed convolution operations in the upsampling blocks. Skip connections [34] are 

used by concatenating with the result of transposed convolution operation to get a better 

result in localization. Green arrows in Figure 3.4.1.1.1 are symbolizing skip connections.  
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Figure 3.4.1.1.1: Proposed segmentation model architecture 

 

Each downsampling and upsampling blocks are analogous to the other blocks of the same 

class.  These blocks are composed of other sub-blocks. Figure 3.4.1.1.2 shows the structure 

of these blocks.  

Downsampling Block Upsampling Block 

  

Figure 3.4.1.1.2: Illustration of downsampling & upsampling block 

 

3.4.1.2 Downsampling Block  

Inside each downsampling block, several pivotal operations are carried out.  

Max Pooling: Background theory of max pooling has already been discussed in the 

background chapter. After each convolution block. max pooling is used to reduce the 

feature map. Each pooling layer contains a pooling window of size (2, 2). 

 Dropout: Neural networks tend to overfit the model frequently. An approach to solve this 

problem is turning random neurons off during training. It is known as dropout [35]. By 

dropping of nodes also makes the network computationally faster as any incoming and 

outgoing connections on dropped nodes are also not considered in training. It is a very 

potent technique to reduce overfitting problem along with generalization error. Thus in this 

model dropout of 0.1 is used. 
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Activation Functions: Rectified Linear Unit (ReLU) is used as the activation of the 

convolution layers as it tends to work better with ConvNets. It is interpreted as – 

 𝑦 = max(0, 𝑥) (3.4.1.2.1) 

That is, ReLU takes the bigger number between 0 and the input so any negative number 

that goes through it instantaneously becomes 0. This function is very faster as it has no 

complicated math. ReLU also gets rid of the vanishing gradient problem. On the other 

hand, the sigmoid function is used as the activation function of the output layer as it is a 

binary classification task. The function is given by – 

 ∅(𝑥) =
1

1 + 𝑒−𝑥
 (3.4.1.2.2) 

The sigmoid function always returns the output in the range of [0, 1]. It signifies a pixel’s 

probability to fell in a certain class. 

Convolution: Convolution operation has been elucidated in the background chapter. The 

first convolution block starts with 32 filters. As for each downsampling block onward, the 

number of filters increases by 2 times. As the convolution layers use the ReLU activation 

function, we used “He” [36] initializer because it tends to work better with ReLU. A 3 × 3 

kernel with “SAME” padding is used. 

Batch Normalization: As it is discussed earlier, a deep neural network always works 

better and converges faster on normalized data hence the dataset was normalized. However, 

inside a neural network during backpropagation, each layer fine-tunes their weights & 

biases independently to minimize the loss. But the distribution for each layer might end up 

shifting. Batch normalization [37] reduces this shift and speeds up the process of training. 

Batch normalization has been applied between every hidden layer of the model. As this 

paper explained, batch normalization can be calculated by the Equation 3.4.1.2.3. 

 

 
𝑥�̂� =  

𝑥𝑖 − 𝜇𝛽

√𝜎𝛽
2 + 𝜖  

 
(3.4.1.2.3) 
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3.4.1.3 Upsampling Block  

Upsampling block takedowns almost similar operations as downsampling blocks in a 

reverse manner except for transposed convolution. The output of each upsampling block is 

concatenated with the output of layers from downsampling blocks by skip connections to 

produce an input shape output with better precision in localization.  

Transposed Convolution: The background theory of transposed convolution is explained 

in the Background chapter. It is the core operation of the upsampling block. The first 

transposed convolution starts with 256 (32 ×  𝑚𝑢𝑙_𝑓𝑎𝑐𝑡𝑜𝑟, where 𝑚𝑢𝑙_𝑓𝑎𝑐𝑡𝑜𝑟 =  8) 

filters. For each consecutive transposed convolution the factor reduces by 2 times. Identical 

to the convolution kernel, it has also a 3 × 3 kernel with “SAME” padding but with a (2, 

2) stride.  

 

3.4.1.4 Proposed Segmentation Model Implementation 

The model has several skip connections where some layers feed their output to some other 

layer skipping some intermediate layers. We used the Keras [38] functional API for 

implementation for convenience as it provides robust features for implementing directed 

acyclic graphs. One of the key findings while training is that converting the dataset images 

into grayscale speeds up the training a few times faster without losing accuracy mark. 

Therefore, each image was converted to grayscale before feeding into the network. Several 

other techniques have been applied to implement in the training phase. Some of them are 

explained here. 

Dataset Normalization: An intuition of training any deep learning model is that deep 

neural networks tend to work better for a normalized dataset. That being the case, each 

pixel value P ranging from 0 to 255 was normalized into 0 to 1 by using Equation 3.4.1.4.1. 

 𝑃𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  
𝑃 −  𝑃𝑚𝑖𝑛

𝑃𝑚𝑎𝑥 −  𝑃𝑚𝑖𝑛
 (3.4.1.4.1) 

Where,  𝑥 = the activation values over a mini batch β 

 𝜎𝛽
2 = variance of the mini batch 

 𝜇𝛽 = mini batch mean 
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Optimizer: Optimizers are responsible for fine-tuning weight values in a neural network 

so that it can minimize the loss function. We used Adam [39], an adaptive gradient 

algorithm as the optimizer of the model. It is very much well suited for image-based models 

for its proficiency in problem domains with sparse gradients and requires a little memory.  

Metrics: Several metrics are used for the model evaluation. Such as – accuracy, IoU, IoU 

threshold, dice coefficients, loss, precision, recall, etc. For loss calculation, binary cross-

entropy/log loss is used as loss function because the objective of this model is to classify a 

pixel if its footpath or not. It can be calculated by Equation 3.4.1.4.2. 

 𝐽(𝑤) =  −
1

𝑁
∑[𝑦𝑙𝑜𝑔𝑦�̂� + (1 −  𝑦)log (1 − 𝑦�̂�)]

𝑁

𝑛=1

 (3.4.1.4.2) 

Training: With all these procedures done, the model is prepared to train. The model has 

an input and output shape of (256 × 256 × 1) as the processed dataset is grayscaled images 

of 256 × 256 resolution and the output is a pixel-wise mask of prediction. It was trained in 

Google Colaboratory as it requires a good amount of computing resources. We used early 

stopping so that the model may not overfit. The learning rate of the model is reduced by a 

factor of 0.1 up to minimum learning rate of 1 × 10−5 on plateau. Table 3.4.1.4.1 

illustrates a summarized report of the training of the segmentation model. However, proper 

visualization and analysis of the training result are given in chapter 4. 

 

Table 3.4.1.4.1: Segmentation Model Training Summary. 

Train 

Size 

Test 

Size 

Batch 

Size 
Epochs 

Time 

Taken 

RAM 

Used 

GPU 

Used 

Disk 

Used 
Accuracy 

4,800 

(80%) 

1,200 

(20%) 
15 49 2 Hrs 12 GB 16 GB 32 GB 96% 

 

 

 

Where,  𝑁 = number of classes 

 𝑦 =  binary indicator for correct classification 

 𝑦�̂� = predicted probability 
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Figure 3.4.1.4.1 visualizes the train vs validation learning curve and loss curve of the 

model. 

Learning Curve Loss Curve 

 

 

 

 

 

 

 

Figure 3.4.1.4.1: Train vs Validation Learning Curve and Loss Curve. 

The curves demonstrate the convergence of the training. A very little fluctuation between 

the training and validation ensures the model’s fitness. 

 

A few predictions on the trained model can be observed in Figure 3.4.1.4.2. 

Original Image Prediction 
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Figure 3.4.1.4.2: Predictions on trained model 

3.4.1.5 Object Detection Model 

The system adopts the YOLOv3 framework for object detection as mentioned earlier. 

Nevertheless, a question can be raised that why to use a separate object detection 

framework while semantic segmentation itself can do the work. There are two main reasons 

behind that. They are – 

1. Multi-label Annotation Dataset: To build a segmentation model the first 

requirement is an annotated dataset. As there was no suitable footpath dataset for 

this research, we built one. However, annotating the dataset for multiclass 

segmentation is a very rigorous, labor-intensive, and time-consuming procedure. 

The segmentation model may become very heavy as for the need for more filters 

which is not desirable and feasible here. Thus it is easier to use an existing 

framework that can detect the required objects faster. 

2. Distance Measurement Technique: The distance prediction technique used in this 

research uses the bounding-box coordinates of detected objects returned by the 

object detection framework to predict an object’s distance. It helped to build such 

a system that doesn’t require any additional hardware for distance measurement 

with a little loss. It is also very fast and efficient to use. The technique is broadly 

described in section 3.4.1.7.  
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3.4.1.6 Object Detection Model Preparation 

There is no necessity of training the model as the pre-trained weights [40] on the COCO 

dataset can be used for object detection and it has all the necessary classes of attraction. 

The model is trained with 80 classes and 330K images. However, not all of the 80 classes 

are needed in our system. Therefore, we only kept classes that could be necessary while 

walking in a footpath and dropped others for the sake of simplicity and faster detection. 

Classes of consideration can be found in Table 3.4.1.6.1. 

Table 3.4.1.6.1: Classes of Consideration for Object Detection. 

Classes of Consideration 

person bicycle car motorbike bus train traffic light 

fire hydrant stop sign bench bird cat dog cow 

backpack umbrella handbag suitcase chair cell phone  

We integrated OpenCV’s [41] Deep Neural Network (DNN) module to load the weights 

of YOLOv3 and get it to work very lucidly. Its CPU implementation is extremely fast 

compared to other Neural Network (NN) architectures like Darknet [42] running on CPU. 

As it is already described, the algorithm yields bounding boxes with a confidence score 

assigned for each. Primarily, boxes with lower confidence scores get discarded. The 

remainder boxes go through Non-Maximum Suppression (NMS) which takes care of 

bounding boxes that are overlapped. The procedure only lets a box to pass if it scores more 

than the suppression threshold. NMS algorithm is as following – 

 

Algorithm:  

Bounding boxes, B <= {b1, b2, …, bn} 

Confidence, C <= {c1, c2, …, cn} 

T <= Threshold Value 

Proposal list, P <= {} 

WHILE B ≠ Ø 

 m <= argmax(S) 

 M <= bm 

 P <= P ∪ M 

 B <= B – M 
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FOR EACH bi IN B 

 IF IOU(M, bi) ≥ T THEN 

  B <= B - bi 

  C <= C - ci 

The algorithm returns filtered proposals P and their corresponding confidences C. 

 

3.4.1.7 Object Distance Estimation Model Preparation 

We discussed in the Background chapter that for a monovision approach it is a common 

practice to keep several parameters constant. This research is not an exception either. 

Several parameters were kept constant for a  better result as the whole process is highly 

dependent on image processing. Table 3.4.1.7.1 tracks several parameter constants – 

Table 3.4.1.7.1: Parameter Constants. 

Parameter Value 

Captured Image Resolution 720 × 720 

Converted Image Resolution 256 × 256 

Focal Length 3.92mm 

Aperture 1.7 

Camera Height above Ground 50″ 

Angle of View 90° to the ground 

Keeping the parameters constant all that is left is to take some reference image, compute 

the distance of reference objects real-world distance. However, we have already done that 

in the data preparation section. As described earlier, the dataset contains the center point 

of the reference object’s ground coordinates and real-world distance of the objects from 

the camera in the CSV dataset.  

With this, the only thing left is to extract these data from the dataset and train the model. 

For the training, polynomial linear regression was adopted as the dependent variable (Do, 

the real-world distance of the object) in the dataset has a non-linear relationship with the 

independent variables (Xc, Yc pixel coordinates of the reference object) which has already 

been observed in Section 3.2.2. 

The equation for multivariate linear regression can be given by Equation 3.4.1.7.1. 

 𝑌 = 𝛽0 + 𝛽1𝑋 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 + 𝜖 (3.4.1.7.1) 
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In our case, the degree of the polynomial is 2. 

The cost function of the regression model is given in Equation 3.4.1.7.2. 

 𝐶𝑜𝑠𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝐽 =
1

2𝑚
∑(�̂� − 𝑦𝑖)2

𝑚

𝑖=1

 (3.4.1.7.2) 

The gradient descent algorithm is used to minimize the cost function. The parameters are 

updated by the gradient descent algorithm by the Equation 3.4.1.7.3 – 

 𝑤𝑘 = 𝑤𝑘 − 𝛼
𝜕

𝜕𝑤𝑘
𝐽(𝑤𝑘) (3.4.1.7.3) 

The model was trained locally. The dataset was split by 4:1 for train and test data 

respectively. The training summary can be found in Table 3.4.1.7.1. 

 

Table 3.4.1.7.2: Object distance estimation model training summary 

Train 

Size 

Test 

Size 

Time 

Taken 

RAM 

Used 

GPU 

Used 
Accuracy 

400 

(80%) 

100 

(20%) 
< 2 Mins < 100 MB NULL 94% 

 

The model fits with –  

Intercept: 2200.49 

Coefficients: 0.00, -3.0609-1, -1.829401, -4.1425-4, 1.774-3, 3.9805-2 

 

 

Where,  𝑋 = Independent variable 

 𝑌 = Dependent variable 

 𝜀 = Random error 

 𝑛 = Degree 

Where,  �̂� = Prediction value 

 𝑦𝑖 = Real Value 

 𝑚 = Number of observations 

Where,  𝛼 = Learning rate 

 𝑤𝑘 =  parameter for feature 𝑥𝑘 
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3.4.2 Evaluation Phase 

Integrating all the pre-trained models into a workable system is the first step of the 

evaluation phase. The class diagram given in figure 3.4.2.1 should provide an overview of 

the system implementation. 

 

Figure 3.4.2.1: UML class diagram of the implemented system.   

 

3.4.2.1 System Integration 

Figure 3.4.2.1 suggests that the overall system maintains modularity as different classes 

are being used for different purposes. Previously trained segmentation model, object 

detection model, distance measurement models are brought into play in 

FootpathSegmentor, ObjectDetector, and DistanceCalculator classes respectively. The 

Main class is composed of those 3 different classes that load pre-trained models into 

memory every time the system starts. After that, each time it is fed with an image it makes 

3 copies of the image frame of which 2 are sent to the segmentation model and the object 

detection model, and 1 is kept to the Main class for combining all the results. Finally, after 

combining inferred results from different classes the final frame is sent to the Guide class 
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which in turn after processing the image guides the user about the decision it makes. The 

simple pipeline of the system’s processing is illustrated in Figure 3.4.2.2. 

 

Figure 3.4.2.2: System Pipeline. 

So far in this study, we have explained everything from Figure 3.4.2.2 except the Guide 

class and its working procedures. It is responsible for analyzing images and come up with 

a decision about a safe pathway. It can deduce a conclusion after processing the image 

whether the straight-ahead path is walkable, or there is any obstacle in the pathway. If there 

is any it can tell which way the person should shift, left or right, or should they stop. Even 

if the object detector fails to detect any unrecognized object, this class is capable of 

perceiving knowledge of other problem scenarios like an open manhole or a damaged 

pathway and may help the user to make a decision. Let’s dive into it and get intuitions 

about its working procedures or see how it works. 
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3.4.2.2 Guide 

This particular class takes an input image frame that is the resultant image frame after being 

inferred by the 3 discussed models. Let’s consider the images in Figure 3.4.2.3. 

Sample Image Result of different model inference 

  

 

Figure 3.4.2.3: System’s inference in a sample image. 

In Figure 3.4.2.3 an inference of the system in an input image shown. The green marked 

area is the footpath and the red marked boxes are detected objects in the footpath. However, 

we can notice a tree in the pathway. But how can the system tell which path should the user 

take? This is where the Guide class comes in. This class partitions the lower part of the 

image in 3 segments and extracts the green channel (as in RGB image) from the image. As 

our segmentation model marks the safe footpath area keeping the green channel intensity 

to the maximum (i.e. R=0, G=255, B=0), the segment that has the maximum green pixels 

will be the safest one. Now, all we need is to count the green pixels in each segment. This 

analogy leads to a very computationally efficient but robust solution. After extraction of 

the green channel from the original RGB image it is simply a B&W image. Therefore, we 

only need to check the pixels with the highest intensity. The algorithm is as following – 

Algorithm: 

FUNCTION safest_path(segments, im_height, im_width): 

 safe_area <= []  

 FOR EACH segment IN segments: 

  sum <= 0 
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  FOR i <= 0 TO im_height:  

   FOR j <= 0 TO im_width: 

    IF segment[i][j] == 255: 

     sum += 1 

  safe_area.ADD(sum) 

 RETURN ARGMAX(safe_area) 

 

After applying this algorithm to the segments of the sample image of Figure 3.4.2.3 we get 

the result illustrated in 3.4.2.4. 

*GPC = Green Pixel Count 

Left Segment Middle Segment Right Segment 

 

 

 

  

 

GPC: 5319 GPC: 5030 GPC: 1483 

Figure 3.4.2.4: Segment-wise green pixel counting. 

It is observed in the figure that the left segment has the highest green pixel count. Therefore, 

it should be the safest path to take and the system will tell the user to shift left. Now 

combining each part we get the final result in Figure 3.4.2.5 for the sample image. 

Sample Image Final Output 

  

 

Figure 3.4.2.5: Final output with Guide. 
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3.5 Implementation Requirements 

To implementation is divided into two phases as given in Figure 3.1.1. The system is 

trained on the cloud and assembled in the local machine. It requires different hardware and 

software to implement. Thus, the implementation requirements are divided into 3 different 

types. 

 

3.5.1 Cloud System (Training) 

• Platform: Google Colaboratory 

• CPU: Intel ® Xeon ® 

• Clock Speed: 2300 MHz 

• GPU: Tesla K80 

• Available RAM: 25 GB 

• Available GPU: Variable [ > 8 GB] 

• Total Storage: 68 GB 

• L3 Cache: 46080K 

 

3.5.2 Local System (System Assembling) 

• CPU: Intel® Core™ i5-4200U 

• Clock Speed: 2600 MHz 

• GPU: Nvidia Geforce 820M 

• RAM: 8 GB 

• Video Memory: 2 GB 

• L3 Cache: 3 MB 

• Operating System: Windows 10 Pro 

 

3.5.3 Software Requirements 

• Language: Python (3.5+)  

• IDE: PyCharm, Jupyter Notebook 

• Dependencies: Dependencies of the project along with the preferred version are 

given in Table 3.5.3.1. 
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Table 3.5.3.1: Project Dependencies and Version. 

Package Version Usage 

imutils 0.5.3 Image processing 

jupyter 1.0.0 IDE 

Keras 2.3.0 Deep Learning library 

labelme 4.2.9 Image annotation 

matplotlib 3.1.0 Plotting/Visualization 

numpy 1.16.4 General-purpose computing 

opencv-python 4.1.1.26 Computer vision library 

pandas 0.24.2 Data analysis/manipulation 

scikit-image 0.15.0 Image processing 

scikit-learn 0.21.2 Machine learning library 

tensorflow 1.15.0 Math library for ML  
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

The sole purpose of this chapter is to provide experimental results of the methodologies 

used in this research and their effectiveness compared to other similar methods. 

Illustrations will be provided as well as comparative analysis in a tabular manner. 

 

4.1 Experimental Results 

We proposed a U-Net architecture for semantic segmentation that achieves as high as 96% 

accuracy but with very few parameters thus make the model highly usable for real-time 

segmentation with low processing power. A comparative analysis between other similar 

models in our dataset in terms of different metrics is given in Table 4.1.1 & Table 4.1.2. 

The data shown in the tables are instances when validation loss was at the minimum during 

training. 

Table 4.1.1: Comparative results between segmentation models in the dataset for training data. 

Model 
Backb

one 
Acc. Loss IOU 

IOU 

Thresh. 

Dice 

Coeff. 
Prec. Recall 

Params 

(million) 

LinkNet 
VGG-

16 
0.96 0.10 0.94 0.95 0.97 0.94 0.92 15.6 

U-Net 
VGG-

16 
0.96 0.10 0.95 0.95 0.97 0.95 0.92 19 

PSPNet 
VGG-

16 
0.96 0.07 0.91 0.94 0.95 0.94 0.94 10 

Proposed 

U-Net 
None 0.96 0.03 0.94 0.96 0.97 0.96 0.94 4.7 

 

Table 4.1.2: Comparative results between segmentation models in the dataset for validation data. 

Model 
Backb

one 
Acc. Loss IOU 

IOU 

Thresh. 

Dice 

Coeff. 
Prec. Recall 

Params 

(million) 

LinkNet 
VGG-

16 
0.95 0.17 0.92 0.93 0.96 0.94 0.92 15.6 

U-Net 
VGG-

16 
0.95 0.16 0.91 0.92 0.95 0.95 0.92 19 
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PSPNet 
VGG-

16 
0.96 0.09 0.90 0.92 0.95 0.94 0.94 10 

Proposed 

U-Net 
None 0.95 0.06 0.91 0.93 0.95 0.94 0.93 4.7 

 

By analyzing data given in Table 4.1.1 and 4.1.2, it is observed the proposed U-Net 

architecture is providing almost similar performance but with a very few parameters. It can 

also be deducted that the proposed model has the lowest fluctuation and higher 

convergence. Thus, it can be concluded that for a system with limited power and real-time 

use the proposed network works better than other similar networks. A few predictions of 

the model are given in Figure 4.1.1. 

Grayscaled Ground Truth Prediction Binary Prediction 

 

 

 

 

 

Figure 4.1.1: Prediction results of the segmentation model.  
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On the other hand, we have used a polynomial regression model for distance estimation. In 

Table 4.1.3 we shall observe the model performance compared to the linear regression 

model in the test dataset. 

Table 4.1.3: Comparison of performance between LR & PR for distance estimation. 

*RMSE = Root Mean Square Error, *MAE = Mean Absolute Error, 

*EVS = Explained Variance Score   

 Score R2-Score RMSE MAE EVS 

Linear 

Regression 
0.84 0.84 37.29 18.5 0.82 

Polynomial 

Regression 
0.94 0.95 24.3 30.71 0.94 

 

In Table 4.1.4 we illustrate some outputs of the distance estimation model compared to 

the real distance. 

Table 4.1.4: Comparison of the predicted and real distance. 

Observation 

No. 
Xc Yc Prediction Real Value 

1 125.81 234.90 106.8 106 

2 78 185.81 175 180 

3 187.72 187 162.2 168 

4 82 200.36 136 141 

5 142.72 209.8182 119.4 124 

 

Thus, we can evaluate the efficiency and performance of the different models working on 

this proposal. With all these being described, now we shall observe some of the final 

outputs the system predicts for an input frame.     
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No. Input Image System Output 

1 

  

2 

  

3 

  

Figure 4.1.2: System predictions for input images. 

In Figure 4.1.2 we can observe some predictions where the system is capable of outputting 

the right decisions by inferencing images in different models. In these observations, some 

unseen images were fed into the system and we see it perfectly outputted the result. So, it 

is safe to assume that the system is working as expected. However, in some cases, the 

system may struggle to perceive and come to the right decision when the scene gets too 

complicated, or some outlier objects exist in the scene, or when there is maybe no footpath 

exists in the scene.   
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Figure: 4.1.3: System producing the wrong decision. 

It is possible that when an input image contains a new environment that has something 

unfamiliar to the model, it may end up producing a wrong decision. Figure 4.1.3 is 

somewhat similar to that kind of scenario. We can see the segmentation here is not perfect 

for which the model ended up producing the wrong decision. The reason behind this is that 

the model didn’t see enough data like this during training. 

 

4.2 Discussion 

After all the explanatory analysis of results given in Section 4.1, we can conclude that the 

an-Eye system is capable of providing very robust and efficient assistance in vision. Even 

though there exist some constraints and limitations in the system as one is given in Figure 

4.1.3, it is possible to improve the performance by diversifying the dataset more and 

feeding it with more data. In future works of this research, these limitations will be 

highlighted and be worked upon. However, keeping the limitations aside undoubtedly the 

performance of the system is pretty good according to the resource it is utilizing and 

accuracy it is providing.   
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT, AND SUSTAINABILITY 

 

5.1 Impact on Society 

Blindness is always been a social problem since the start of mankind. Eyesight is probably 

the most important sensory any living being gets by birth. People with blindness have to 

face lots of problems while moving from one place to another or communicate with others. 

Sometimes, while walking down a busy footpath they even get hurt. This study is a little 

step to improve the current condition. With the evolution of computer science, vision-based 

systems are now being rapidly used in every sector imaginable. So, why not using this 

blessing for the good of mankind? Hence, this is our effort to make a vision-based solution. 

The proposed system can be a good assistant for people with visual impairments. It will 

help the blind ones to navigate to their desired destination with a little less hassle. The 

system will help to minimize the trouble they face outdoor. It will also help in moving 

faster as it is a real-time system and will constantly keep giving feedback about the 

environment. The system will help to avoid a lot of unexpected accidents people with bad 

eyesight face every day. Hopefully, this study has the potential to impact positively in the 

society as it is intended to minimize a social problem.  

 

5.2 Impact on Environment 

Eyesight is the primary means of communication within our environment and the first 

approach to collect information about the environment. For blind people that information 

must be complemented with another very powerful data collection such as navigation from 

live video footage. To do so, our system gathers and segments video images and produce 

a safe path through the footpath. For most people who are blind, roaming an unknown 

environment could be troublesome, uneasy, and dangerous. Over the past years, there has 

been some research to help people with blindness to navigate safely. But there are a few 

works that have been done from the perspective of our country. The environment in our 

country differs from one city to another. Though there is footpath but most of the time it 

filled with shops and hawkers which left a little area to move. So blind people face a really 
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tough time to walk through these footpaths. No matter which area in our country, the 

system can easily detect obstacles, holes, and many other interruptions.  

 

5.3 Sustainability 

A lot of research has done before choosing any method to implement the system. While it 

comes to detection of any obstacles, holes in the footpath, or other interruptions we have 

to be exact about that with the exact distance between the user and the obstacle as the safety 

of the user is the primary issue. The system was implemented in such a way that whenever 

there is a hole in the footpath, shops, or any other obstacle it can detect and also warn the 

user about their safety through a voice command. The system can identify the exact 

interruption and let know the user about it so that the user can take the necessary steps to 

avoid those interruptions. Also, the system will suggest the safest path through the footpath.  
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH 

 

6.1 Summary 

The primary objective of this research was to develop a system that may help visually 

impaired to navigate while they are using footpaths in Bangladesh. While doing our study 

on the topic our finding is that most of the footpaths are very much unfriendly for visually 

challenged people. It is also noticed that many of them face minor accidents now and then 

and sometimes they also get critically hurt. Considering the scenario and socio-economic 

condition of the country putting a considerably low-cost but effective system could be of 

great help. Hence, we came up with a solution named ‘an-Eye’. The system used stacks of 

procedures such as – semantic segmentation, object detection, distance measurement of 

detected objects, and identifying safe pathways. Each of the procedures is highly dependent 

on different computer vision techniques, deep learning, and machine learning algorithms. 

For this study, a novel annotated footpath dataset of Dhaka city was built. The 

segmentation model has a 96% accuracy with only 4 million parameters which is the 

current state-of-the-art result compare to other similar segmentation model variants. The 

system also uses the YOLO object detection algorithm which makes it robust, incredibly 

fast, and capable of real-time use. Our proposed system introduces a very low computation 

costly but pretty effective way for object distance measurement with a score of 94% that 

helps the system to determine the perceive the environment and let the user know whether 

they should move forward or shift left or shift right or should stop moving. 

 

6.2 Implication for Future Study 

We are currently working on the system to make it mobile-friendly so that it can be 

accessible by everyone. As the processing power of mobile devices has been increased a 

lot in recent trends, we believe we can come up with a mobile solution in near future. We 

have a plan to enrich the dataset more with footpath images outside Dhaka city so that the 

system can work in other cities as well. It is mentioned earlier in the paper that the primary 

object of this research is assisting visually challenged but it is not limited to it. The system 
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may also come useful to robotic applications as well. For distance estimation, we have 

some constraints like the fixed focal length, positional height, and angle of the camera 

sensor. We will be working to remove these constraints and come up with a more flexible 

solution while keeping the cost minimal. Our plan also includes improving the system at 

the level from which it can be used by people across the globe.  
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