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ABSTRACT  

  

POS Tagging in Bangla is a procedure of identify the parts of speech of given data sets. If  

any person does not know about the right Parts of Speech of a Bengali word then this  

project will be helpful for them. Trigrams'n'Tags (TnT) Tagging is a part of Hidden 

Markov Model Viterbi Algorithm.  By the use of Trigrams'n'Tags (TnT) Tagging method 

Parts of Speech tagging become more easier. Trigrams'n'Tags (TnT) Tagging method is 

used here for tagging the unknown word by the use of external editable corpus which was 

been tagged before implement the algorithm. For research I have taken 30787 words and 

1860 sentences for tagging from a newspaper web portal, and also took some data for 

which are untagged for tagged by this algorithm. Firstly I tagged the 30787 word for 

creating the editable corpus. Secondly I collect the untagged data, and then implement the 

algorithm on this untagged data for further tagging.  
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CHAPTER 1  

INTRODUCTION  

1.1 Introduction  

There are so many languages in the world. People uses language to communicate with one 

another in their day to day life. Each and every country of the world has its own core 

language. People using language to express their opinion, desire and thought with others. 

Normally in a language, there are many things exists like sentence, word, letter etc. A 

sentence normally consists of numbers of letters and words. Basically Part of Speech refers 

every single word in a sentence. Every word is a part of speech that’s depends on the usage 

of the words that used in a sentence.  

Part-of-Speech Tagging is a process of identify a word in a text as corresponding to a 

specific part of speech, based on text’s context. It is known as grammatical tagging. In the 

past, people tag words with their own intellectual but nowadays people are using some 

methods or algorithms to specify the part of speech of a sentence.Part of Speech (PoS) 

Tagging is much more complex then it seems because a word can refers other meanings of 

part of speech at many times. In natural languages it is very difficult to identify the tagging 

of part of speech because part of speech is not easy, much more complex for its unspoken 

situation or condition in a sentence [1]. In the research work, we are trying to identify the 

part of speech tag of words using types of Hidden Markov Model.  

Bangla is one of the top most spoken languages in the world around 200 million native 

speakers. The grammatical rules of Bangla is derived from Sanskrit language. Although a 

large number of people use Bangla as their main or first language, still there has not been 

sufficient and appropriate research for Bangla in area of natural language processing. For 

our research, we used different toolkit and dataset. We used the toolkit to implement the 

algorithm for our experiment [2].In this research, we used Trigrams'n'Tags (TnT) Tagging 

for our experiment. Trigrams'n'Tags (TnT) Tagging is used to identify the unspecified limit 

or boundary of a Hidden Markov Model (HMM). The main paradigm  
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used for smoothing is linear interpolation, the various weights area unit determined by 

deleted interpolation. Unknown words area unit handled by a suffix trie and serial 

abstraction [3].  

1.2 Motivation  

Every country has many different languages. People use languages to express their thoughts 

and ideas with one another. Language plays a part of any country and its people. People 

love their own language and use it various purposes for doing something better. People of 

different country, worked part of speech tagging on their main language. Part of speech is 

done in the past in languages like Hindi, Arabic, Portuguese, Marathi, Italian etc. using 

algorithms and methods. In Bangla language also people worked on it earlier using 

different types of algorithms and methods to solve tagging. As a people of Bengali nation, 

we wanted to work on this topic to tagging Bangla part of speech using various algorithms. 

In the past, people got success using many algorithms and methods to solve the Bangla Part 

of speech tagging, method like Brill, Trigram, Hidden Markov Method etc. that’s why we 

wanted to worked on Trigrams'n'Tags (TnT) Tagging to solve the Bangla part of speech 

tagging because no one tried before with this tagset for tagging Bangla POS. This is the 

reason we are enthusiastic and passionate to working on it.    

1.3 Rationale of the Study  

In everyday life, we used many words and sentences to express our intentions and wants 

with others. We used so many words and its synonyms to complete our speech, let others 

know our thoughts about things.   

Part of Speech Tagging is a process of identify and specify every word in a given sentence. 

A sentence normally consists of more than one words. After completing the tagging 

process, if we run the methods to show which types of part of speech are there in the 

sentence. It will tell us what kind of part of speech is out there in that sentence with 

efficiently and accurately. We are applying some methods and algorithms to predict the 

part of speech of the given sentences. We want to do this POS tagging with Bangla 

language. We will give some data that is sentences, which is consists of words as input.  
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Then we will apply some methods and algorithms of natural language processing so that as 

a result it will show us the tagging of words in those given sentences.  

1.4 Research Questions  

Part of Speech tagging helps to understand each and every word’s part of speech in a 

sentence. Many words which we even don’t know the meaning if we tag the word which 

used in a sentence with the context, we can easily know the unfamiliar word’s part of 

speech. If the given input is accurate, then after applying different types of algorithms and 

methods on it still it will give us correct part of speech tagging of words with precise 

accuracy. The accuracies of various methods and algorithms can be different but it will 

definitely show us our desired result.  

1.5 Expected Output   

• A different approach to find out the part of speech of words using various kinds of 

methods and algorithms.  

• The more dataset is used as input then the more accuracy it will give as output of 

this research.  

• Safe and efficient ways to find out about unfamiliar words.  

• Make easier to know about part of speech of words in Bangla.  

1.6 Report Layout  

• The research maintains general accurate content, lots of ideas about the topics and 

hypothesizes as a standard level.  

• This research idea is supervised and authorized by people of in this fields.  
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CHAPTER 2  

BACKGROUND  

2.1 Introduction  

There are many languages in the world. Every country has its main language and use many 

languages as their second language around the world. Specifically, Language is a 

communication system of humans that use of much more complex system. Today the 

number of languages of human in the world varies somewhere between 5000 and 7000 

[4].Humans learn language in his early childhood through interaction with other people.   

Language evolves over time. The most widely spoken languages in the world as diverse as 

English, Hindi, Chinese, Bangla, French, German, Portuguese, Arabic etc.   

As we are students computer science has much more effects than we thought in every 

aspects in our today’s life. Now everything we do, we are doing with the help of these. So, 

we are tried to come up with an idea of our own Bangla language. An idea of part of speech 

tagging with Bangla words using some methods and algorithms of natural language 

processing. After talking and sharing of views with our honorable supervisor we decided 

finally to work on this research topic.  

This research is about tagging Bangla words with using some NLP algorithms which will 

do better and make the Bangla word tagging much easier for others.  

2.2 Related Works  

There are many works done with Part of Speech Tagging before. But somehow our idea is 

different and we wanted to work on Bangla word part of speech tagging with Bangla Part 

of Speech tagset. No one did similar like this before as far as we know.  

Part of Speech Bangla word tagging was done earlier with using some other algorithms and 

methods. But we are working with Trigrams'n'Tags(TnT) Tagging of Viterbi algorithm for 

Markov models.  
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ANN based POS Tagging for Nepali text, in this article there are three techniques used for 

solving POS for Nepali text tagging. For solving, they used Hidden Markov Model. They 

created two different tag set. They used Radial Basis Function, General Regression, Neural 

Networks and Feed Forward Neural Networks for solving POS tagging for Nepali text [5].  

HMM based POS tagger in Hindi, the initial step for developing of NLP application is POS 

tagging. For developing Hindi POS tagging, the tagger machine translation and tagger also 

used Name Entity Recognition for which word tagged in noun.  This project is a successful 

project [6].  

Using Wiktionary to build an Italian POS tagger, the tagger of this project collected data 

or word from Wikipedia by Wiktionary and the tagger developed this project because in 

Italian language the documented resources are in limited number. The tagger used Brills 

method to developing this project [7].  

Tagging Urdu sentences from English POS taggers, the tagger collected 10 sentences from 

twitter by twitter API and the data was raw and translated the data through google 

translator. After translating the data, they started to work with those (Urdu to English) data 

[8].  

Implementation of Kadazan Tagger based on Brills method, Kadazan is a native language 

of Brunei and some native people of Malaysia. For Kadazan language, the POS tagging 

never been developed so the tagger eagerly wanted to developed POS tagging for their 

native language. The tagger used Brills method to developing this project [9].  

A corpus based study of (kare) in Bangla , Bangla is a well-known language around the 

world. The taggers wanted to tagged (kare) by POS. The taggers collected the data from 

EMILLE corpus and Ananda Bazar corpus and tried to develop the project. But somehow 

the project become unsuccessful for some paucity of space [10].  

Arabic POS tagging using Quran corpus, Arabic language is one of the most widely used 

languages in the world. POS tagging for Arabic language are relatively unexplored. For 

this reason the tagger compare the performance of some POS tagging techniques for Arabic 

using Quran corpus. These techniques include N-Gram, Brill, HMM, TNT taggers etc. The 

tagger wants to maximize the performances using those technique [11].  
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A feasible corpus for Persian POS tagging, in this paper, a description is given of a test 

collection for Persian POS tagged. Persian corpus with over two million tagged words. The 

original collection had a tag set of 550 tags that are more than what any machine learning 

algorithm can handle. It was created using Maximum Likelihood Estimation (MLE) for 

guessing the correct tags in Persian. The best accuracy that was achieved by MLE tagging 

was 95.43% [12].  

POS tagging of Marathi text using Trigram method, in this paper the tagger presented a 

Marathi part of speech tagger. It is morphologically rich language. The general approach 

used for development of tagger is statistical using Trigram method. The main concept of 

Trigram is to explore the most likely POS for a token based on given information of 

previous two tags by calculating probabilities to determine which the best sequence of tags 

[13].  

An unsupervised POS tagger for Bangla language, in this paper the tagger giving an 

overview of different approach to POS tagging and describe what has done so far for 

Bangla. The tagger described the POS tag set and the corpus used in that. They used 54 tag 

sets developed for Bangla language [14].  

POS tagging in Portuguese language, a unified spelling system for Portuguese has been 

recently approved and its implementation process has already started in some countries. 

The POS taggers for Portuguese are specifically built for a particularly variety. This paper 

presents different dictionaries of the new orthography (Spelling Agreement) as well as a 

new freely available testing corpus, containing different varieties and textual typologies 

[15].  
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Related work for POS tagging  

Ref.  Size of Data  Technique  Accuracy  

1.ANN based  

POS tagging for  

Nepali text  

42100 words 

testing set 

consists 6000 

words  

Hidden Markov  

Model, Corpus  

98.32%  

2. HMM based  

POS tagger for  

Hindi  

358288 words,  

Test  corpus  

11720 words  

Hidden Markov  

Model, Corpus  

92%  

3.Using  

Wiktionary to 

build an Italian  

POS tagger  

100000 words  Brills method  92.9%  

4.Tagging Urdu 

sentences for 

English POS 

taggers  

10  sentences  

from twitter  

Kappa Statistics  96.4%  

5.Implementation 

of Kadazan tagger 

based on Brills 

method  

5663 words  Brills  method,  

Corpus  

93%  

6.POS tagging of  

Marathi text using  

Trigram method  

2300 sentences,  

48635 words  

Trigram 

method, corpus  

91.63%  
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7.An 

unsupervised POS 

tagger for Bangla  

language  

18110 tokens and 

4760 words  

Baum-Welch  

algorithm, 

Corpus collected 

from newspaper  

This project has not been 

successful  

8. A corpus for  

Persian tagging  

400000 words  Corpus  95%  

                                           Table 1: Comparison Table    

Although there are so many efforts in tagging POS in Bangla language but no research 

became successful to develop an unsupervised data for POS tagging.We tried to tagged the 

datas and predict the Bangla POS using Trigrams'n'Tags (TnT) .   

2.3 Research Summary  

We gave so much effort to gain as much knowledge as we can for this project. We almost 

follow every paper written on POS tagging specially Bangla POS tagging. In the work has 

done on Bangla POS tagging but did not succeeded on the project.  

We studied every paper written on POS tagging in different language around the world. 

That gave us idea about POS Tagging. Then we selected the papers according to our topic 

which will help us more. We read those selected papers start to finish and read those paper 

again and again to understand the earlier paper authors purposes and intentions. We tried 

to make every paper’s summary to understand the core things and to make it easy for us on 

this project. We can remember some papers to make it clear.  

Bengali Part of Speech tagging using Indian corpus: This is a paper where we get to know 

about development process of Bangla POS tagging and used algorithms and methods is 

also described in this paper.  

Like these paper we also took the assist and help of some papers which is around 15 to 20 

in number. We gathered information and knowledge, analyze them properly and applied in 

our research. These studies were very important for us. We would not be able to come this 

far without the help of these papers.  
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2.4 Scope of the Problem  

Everything has an opposite side. The research we are doing was not successful before. So 

the chances of problems are not less. Problems can be happened anywhere.  

We tried to make tagging of Bangla POS. We applied some algorithms in these but we want 

to check other algorithms implementing on Bangla POS tag sets.  

2.5 Challenges  

We have faced a lot of challenges while doing this research. We tried our best to justify 

with the research.  

In coding we have faced so many challenges. After some time, we stuck in a situation where 

we could not understand how to solve this problem. We appeared with many similar 

challenges and we are tried to overcome those situations.  

We had a little knowledge about NLP before doing this research we have to learn many 

things which is not easy for us to digest within short time.  

We are gone through some ups and downs. Some parts of our code were not working 

properly at a certain time where everything was fine then the result was not accurate. But 

at last we are able to find the desired result and now we are hoping for the best.    
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CHAPTER 3  

RESEARCH METHODOLOGY  

3.1 Introduction  

“ANN Based POS Tagging in Bangla” is the method where we can train the data easily and 

when we run the program it will check the other untagged dataset and tagged it and send 

us the output that which Bangla word is in which Parts of Speech.   

3.2 Research Subject and Instrumentation  

Our research topic’s is Parts of Speech Tagging in Bengali Language. It is a famous topic’s 

till now. This Project was implemented by various algorithm for different languages. For 

Bengali Language various algorithm implemented at the past.  

We did our project by using Trigrams'n'Tags (TnT) Tagging. And by the Grace of Almighty 

we made it. We tagged the Bengali words from a news paper web portal by manually and 

the editor is Text Document.  

3.3 Data Collection Procedure  

In a Parts of Speech Tagging project need a large number of dataset. We collected the data 

from a Newspaper’s web portal which name is The Prothom Alo. Approximately the 

dataset/Corpus contain above then 30787 word and 1860 sentences.  

All of them are tagged by manually. And we need also some data for running the result 

which are untagged.  We also collected the data from a Newspaper’s Portal.  

3.4 Statistical Analysis  

The most important work for this research project is collecting data and tagging them 

manually. This is the hardest work in this project. After getting then we tagged them and 

made them as like a corpus. Tag set contains 8 different tags. After training the corpus we 

run the project by the use of software “Jupyter” and untagged data becomes tagged by the 

use of corpus. It shows us the actual outcome of the project (tagged data).  
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3.5 Implementation Requirements  

In this section we are talking about the instruments what we need to do for this project.  

This is a researched based project and this type of project doesn’t need any types of 

hardware instruments.    

All instruments we need for solving this project are Software based.   

The software related things what we need are:  

• Windows operating system(windows 10)  

• NLP(Natural Language Processing)  

• Python  

• Jupyter  

• NLTK(Natural Language Toolkit)  

• Text Document  

NLP (Natural Language Processing)  

Natural language process (NLP) is a Artificial Intelligence based language which work 

with the Human Language. It may be a subfield of linguistics, engineering, info 

engineering, and computer science involved with the interactions between computers and 

human (natural) languages, specifically the way to program computers to method and 

analyze massive amounts of linguistic communication knowledge.  

Python  

Python is a High Level language for solving or programming on Artifical Intelligence based 

work.  
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NLTK (Natural Language Toolkit)  

It’s a library function for python in the sector of NLP (Natural Language Processing). It 

works for statistical NLP in English written in Python programming language.  

Text Document  

Text Document is a software where we can work with all types of text. By this software we 

can edit cut copy paste delete the text. Mainly all kind of works could do with text by this 

software.  
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CHAPTER 4  

EXPERIMENTAL RESULTS AND DISCUSSION  

4.1 Introduction   

Experiment of a program is the most important part. Because it shows what has done in the 

coding side. From experiments we can find if there is anything wrong or any error happened 

in the coding side. After experiment we can sort out the error and resolve it.  

4.2 Experimental Result  

This is an experimental result. Our Project is optimistically done and the accuracy is 65%.   

 

Figure 4.2: Containing the Output  

4.3 Descriptive Analysis  

In This section we will tell everything about the code  

4.3.1 Corpus  

We have a large number of corpus but in the recent experiment we took only 1860 tagged 

sentences for experiment and our Corpus is  
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Figure 4.3.1: Sample Tagged Data  

4.3.2 Tagset  

We took 8 specific tags to our Tagset those are:   

• B (Noun/বিশেষ্য)  

• S (Pronoun/বিনি া ম)  

• Bn (Adjective/বিশেষ্ণ)  

• K (Verb/ক্রিয় )  

• O (Adverb/বিযই)  

• N (Number/িংখ্য )  

• E (English Letter)  

• Sym (Symbol)  
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Figure 4.3.1: Sample Tagset  

4.3.3 Untagged Dataset  

If we want to run the program obviously we need some untagged data which will be 

tagged with the help of tagged corpus/ online direct corpus. We took some data for the 

experimental purpose.  

Those data collected from a newspapers web portal.  

These Data are In Bengali word.  

  

Figure 4.3.3: Sample Untagged Input  
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4.3.4 New Tagged Data  

We send the untagged data and this data compared with the corpus tagged dataset, then this 

new tagged data shows to us.  

  

Figure 4.3.4: New Tagged Output  

4.3.5 Explanation of program  

At First we took Indian Corpus as like model  

  

Figure 4.3.5: Indian Corpus  

Secondly we read the Corpus what we need and we trained in our Program 

for further process  

  

Figure 4.3.5: Reading Bangla Dataset  
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Figure 4.3.5: Count Dataset  

At the Third step we read the untagged Dataset what we have to tagged by the use of corpus.  

  

Figure 4.3.5: Untagged Data  

In the Fourth Section we get some new tagged data by tokenize which were untagged  

  

Figure 4.3.5: New Tagged Outcome  
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4.4 Summary  

We implement the algorithm with a little untagged data with a little containing data Corpus. 

At next moment we will train this algorithm with the full size corpus.  

When the corpus containing data will be more then the algorithm will also gives us more 

accuracy or output and more tags will be used for Bengali language, as the result this 

algorithm gives us more to learn about every words Part of Speech.    
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CHAPTER 5  

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH  

  

5.1 Summary of the study  

In this whole process of our work we learned such things we don’t know about it much, we 

had less knowledge and idea about it before. We had a little idea about POS tagging system 

and how does it works. We only aware that it like a process of identify a word’s part of 

speech. But the field of tagging POS word is much more than our thought.  

In this research we worked with quite a lot of software that we were not aware much about 

all of these before.  

We actually started working with this POS tagging topic knowing close to nothing. We just 

determined that we have to do this research properly at any cost. So we started working 

and discover and explore so many new things we need. When we found out we need 

something then we started to look for it and tried to manage it. So, here we in our research 

report we tried to explain about what we are doing in our research about the topic.  

We described our working procedure, objectives, methodology, problems that we faced 

and implementation of the code about the research project. We have analyzed this to get 

better accuracy of the POS tag sets.      
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5.2 Conclusion  

In this research work, we have tested with necessary required rules for our research project. 

There are many worked on POS tagging around the world but not that much work was done 

on Bangla POS tagging. People are less aware about these types of things. We have to make 

sure that what we are trying to showing that people are understanding these things in a 

simple way.  

There are many algorithms of NLP to identify the word’s parts of speech. People uses so 

many algorithms to solve it. Some algorithms give much better accuracies than other 

algorithms. It’s not all about which one gives better accuracy but also tests algorithms to 

check the accuracy of given data sets. We are trying our best to implement algorithms and 

find out the word’s parts of speech. This research project is a small effort from us.  

5.3 Implication for Further Study References  

There can be much to do in the future on Bangla POS tagging. We want to apply some 

more algorithms and methods in the future to give this research project a new dimension. 

Neural Networking is a vast field to work on. There is so much more chances and 

opportunities to show some creativities. This research project is for all the Bengali people 

who are seeking inspiration and motivation to work with. This study will help them to work 

and study about this topic in the near future. It will make their research much easier.  

As this is our first research about any topic, so we realize that there are some lacking in it. 

We have some planning and thinking with this topic in the future.  

This research kind of an experiment with words to identify the word’s POS for us. We will 

try to make this research much more advanced and dynamic.   

We have got some ideas and thoughts about our research project. Because of shortage of 

time, we could not do it now but hopefully we can implement those ideas and techniques 

in the near future. Also, shortage of funding is an issue. So, everything is not done yet. We 

save that for the coming days and we hope that we will continue to work on this research 

project with adding something new that not done before.  
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Appendix  

Appendix A: Related issues  

  

NLP (Natural Language Processing): Artificial intelligence and the field of computer 

science are mainly concerned with interactions between computers and human languages. 

NLP works like a sub platform. In these interactions between computers and human 

languages plays an important role. NLP is generally used in to process and analyze the data 

then program the computers data.   

HMM (Hidden Markov Model): The model is in hidden state with Markov process. Hidden 

Markov Model is a type of Markov model which is statistical. It can be represented as 

dynamic Bayesian network. L.E. Baum worked on this model’s mathematics with his 

coworkers. In the hidden Markov method, the state is invisible normally in kind of hidden 

forms. If the parameters of this model are known exactly but still it showed to as a hidden 

Markov model.      
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