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ABSTRACT 

 

The purpose behind this project is to present an idea of furniture or the products that we 

buy or order from online for decoration using the Augmented Reality (AR). People can 

make a virtual trial that they want to purchase by using a simple application. The report is 

intended to present a 3D representation of how the product would look like we set the 

product on our house e.g which tools will be used on this purpose, what kind of 

programming is needed for the 3D representation, how the customers can apply this 

application in their real life. Finally, this paper will give a proposal of a modern trial system 

specially for the online buyers to improve their buying experience as sometimes it appears, 

they choose a product but it doesn’t look as they saw at the shop or it’s not suiting with 

house corner. The trial system would detect the surface and then apply the product on that 

surface. The project is based on Augmented Reality which is basically very hard to execute. 

In this project we will be using most famous SDK (Software Development Kit) like A.R 

Core and Vuforia for the progress of the project as we mixed platform named UNITY and 

The language is C-Sharp. The project will be launched as an Android Application. 

 

 

 

 

 

 

 

 

 

 

 

 

  



©Daffodil International University                                                                                               vi 

 

TABLE OF CONTENTS 

CONTENTS 
 

PAGE 

Board of examiners  ii 

Declaration iii 

Acknowledgements iv 

Abstract v 

Table of Contents  vi-vii 

List of Figures viii-ix 

  

   

CHAPTER  

  

CHAPTER 1: INTRODUCTION 1-4 

1.1 Introduction  1 

1.2 Motivation 2 

1.3 The Rationale of the Study 3 

1.4 Research Questions 

 

3-4 

1.5 Research Outcome 

 

4 

1.6 Layout of Report 4 

 

 

CHAPTER 2: LITERATURE REVIEW 5-7 

2.1 Introduction 5-6 

2.2 Related Work 6-7 



©Daffodil International University                                                                                               vii 

 

2.3 Summary of our Research 

 

7 

2.4 Scope the problem                                                                                            

 

7 

2.5 Challenges                                                                                                 7 

 

 

CHAPTER 3:  RESEARCH METHODLOGY 

 

8-22 

3.1 Introduction 8-9 

3.2 Steps of the working process 9-21 

3.3 Challenges 22 

 

 

CHAPTER 4: EXPERIMENTAL RESULT AND DISCUSSION 

 

23-29 

4.1 Introduction 23 

4.2 Experimental result 23-29 

4.3 Discussion 29 

 

 

CHAPTER 5: CONCLUSION AND THE FUTURE SCOPE 

 

30 

5.1 Conclusion 

 

30 

5.2 Future Scope 30 

  

REFERENCES 31 

PLAGIARISM REPORT 32 

  

 

 

 

 

 

 

 

 



©Daffodil International University                                                                                               viii 

 

LIST OF FIGURES 

 
FIGURES PAGE NO 

Figure 2.1: Benefits of Augmented Reality in Retail 5 

Figure 3.1: Working platform of Virtual trial with Augmented Reality 8 

Figure 3.2.1: Player settings of the project 9 

Figure 3.2.2: Build settings of the project 10 

Figure 3.2.3: Scene of wooden chair 11 

Figure 3.2.4: Code for main menu screen 12 

Figure 3.2.5: Code for main menu screen (continued) 12 

Figure 3.2.6: Codes for changing the size of objects 13 

Figure 3.2.7: Codes for rotating the angles of objects 14 

Figure 3.2.8: Code for swapping an object 14 

Figure 3.2.9: Scene Controller 15 

Figure 3.2.10: Showing toast message 15 

Figure 3.2.11: Button Graph 16 

Figure 3.2.12: Button slide code 17 

Figure 3.2.13: Code for detecting surface 17 

Figure 3.2.14: Common materials 18 

Figure 3.2.15: 3D materials for chair 18 

Figure 3.2.16: Photo-frame Materials 19 

Figure 3.2.17: Material for scanning 20 

Figure 3.2.18: Scene of grass floor 20 

Figure 3.2.19: Scene for image scanning 21 

Figure 3.2.20: Detecting surface 21 

Figure 4.2.1: Interface of the application. 23 

Figure 4.2.2: Location of the trial 24 

Figure 4.2.3: Chair with Augmented Reality 24 

Figure 4.2.4: Camera view of the application. 25 



©Daffodil International University                                                                                               ix 

 

FIGURES PAGE NO 

Figure 4.2.5: Camera view for grass floor 26 

Figure 4.2.6: Grass floor representation 26 

Figure 4.2.7: Camera view of the grass floor 27 

Figure 4.2.8: Camera view of the photo-frame 28 

Figure 4.2.9: Representation of Photo-frame 28 

Figure 4.2.10: Face Imaging 29 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



©Daffodil International University                                                                                               1 

 

CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction  

The Augmented Reality is very new in the sector of Education. Basically, it is used 

in modern or tech world where this kit is used by the software organization or 

developers for making better use of technology. In the past it was almost a dream 

for people but Now-a-days students are feeling the presence of Augmented Reality 

in the modern education system. The main reason of using A.R in the education 

sector is to develop a basic knowledge among the students about new and smart 

technology. With the help of this knowledge students has the opportunity to improve 

their skills. The main goal of the educational institutions is to make improvements 

of the quality of education. We are living in a modern world. In these modern days, 

we are witnessing a lot of changes in our day to day life which were seem to be 

impossible few decades ago. An online shopping website is one of them. By the 

invention of online shopping system people's life became a lot easier than ever 

before. Now they don't have to go the stores as they can easily order products from 

online shops. 

Today development of technology is growing up very fast and the programmers 

have a lot of SDK (Software Develop Kit) that can make online buyers’ life easier 

as we can now not only view the product but also trial virtually. This is where 

Augmented Reality came in. By the use of this sector of technology we can clear 

our doubts about ordering a product as we can make a realistic virtual trial just by 

using a mobile application. 
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1.2 Motivation  

Let us consider a situation where a buyer wants to buy a product that he needs from 

an E-commerce site. It takes some time for the buyer to trust the site he got confused 

about the product quality. On the other hand there are some buyers who are very 

serious about buying products that comes in good quality. But there are some 

problems while doing so. The first problem is the confusion of buying products. 

Confusions like how will it look while using or will be suitable with the decoration 

of their houses. For example, a person orders a flower-vase that he saw online but 

have no idea how will it look in their place that he's planning to place. These 

confusions create problem. If we have a system that allows the users or customers 

to trial the product that he wants to purchase it will be very helpful for them. There 

are some shops that allows the product return policy but it is a lengthy process and 

most of the sites doesn't give this facility to their clients. For those shops who don't 

provide the return policy service, it is very important for them to keep the clients 

interesting at their shop products. So, if they have a system that can help the 

customers or allow the buyers to trial of their desired product with the help of 

technology, the clients will be more interested in their shop as the have the 

opportunity to experience the modern days shopping with the help of Augmented 

Reality.  Augmented Reality is basically an advance computer technology to 

represent a 3D view of an object which has a little bit of application in the 

educational sector. 

 

Objectives: 

• See a realistic view. 

• Predicting suitable product to buy for home. 

• Analyze the difference between two or more products. 

• Compare the best product by analyzing them. 

• After seeing all products and pricing, assuring before buying that product. 



©Daffodil International University                                                                                               3 

 

1.3 Rationale of the Study 

Augmented Reality is basically an advance computer technology to represent a 3D 

view of an object which has a little bit of application in the educational sector. With 

the help of Augmented Reality, we can build an application which will help us to 

see objects interacting in real world through some processes. Not only that without 

the object’s presence in real world we can view that object in different angles as it 

provides a 3D shape. First of all, we can detect the surface with the help of AR Core 

which in one of the famous SDK’s (Software Development Kit) and Vuforia. While 

using the SDK, it converts the smartphone camera into a AR (Augmented Reality) 

camera. The A.R camera detects the real-life surface and make the area selected for 

the object to take place. Then we’d put the object on that surface. It allows us to the 

view the object in a 3D mode like zooming in or out, scaling, rotating or even 

shifting. 

Augmented Reality is widely used in the field of gameplay. It will not be wrong if 

we say it has a very bright future there. But if we widen our scope, we can also use 

this technology in other sectors like smart shopping fields where the customers can 

trial different products just by clicking the product. 

 

1.4 Research Questions 

Every research project has a critical and fundamental part which is Research 

Questions. It is important that it needs to be focused, cleared, has a point. Basically, 

the research questions are related to the research project and it needs to be answered 

directly through the analysis of the data. The research related questions that we will 

be trying throughout the research paper are given below: 

 

• What kind of data we will be using to complete our analysis?  

• How to prepare the dataset? 

• Finding out the algorithm behind the analysis? 
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• How to compare the method with other methods in the same fields? 

• Who will be the audience for the project? 

• How can we become admirable to use the application? 

 

1.5 Research Outcome 

Our research is expected to provide the real-life solution of problems. Some of them 

are: 

• Realistic view of product in 3D shape. 

• Discovering product in different angles. 

• Comparing results of few products. 

• Define the quality by the result. 

 

1.6 Layout of Report 

Our project report is organized as follows: 

• Chapter One includes the introduction of our project, project motivation, 

research questions, expected outcome and layout of our report. 

• Chapter Two includes Literature Review, our point of view of this sector, 

related work, research summary, scope the problem and challenges. 

• Chapter Three includes the Research Methodology 

• Chapter Four includes Experimental Results and Discussion of the project 

worked. 

• Chapter Five includes Conclusion and Future scope 
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CHAPTER 2 

 LITERATURE REVIEW 

 

2.1 Introduction 

In the modern technology, ordering and buying a product is a comfortable task with 

the help of the online shopping website. There are various types of website that are 

popular for their online services, but it will be very effective and comfortable 

shopping if the customer can give a little trial of their ordered product for assuring 

that comfort. We can use a new technology called Augmented Reality (AR). 

                             

Fig 2.1: Benefits of Augmented Reality in Retail 

 

Augmented Reality is a process of experiencing a real world experience where the 

real world objects are enhanced by computer generated perceptual information. It 

also can be said that Augmented Reality is a way of representing a real life object 

on a virtual platform. There are different types of techniques to represent an object. 
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Here the best way to represent a real life object is the augmented reality. Because 

on the VR(Virtual Reality)  it is like representing a virtual object on a virtual 

platform while we can represent a real life object on a virtual platform with the help 

of Augmented Reality(AR).It can be applied on the online shopping website to get 

a better shopping experience. There are many SDK for Augmented Reality (AR). 

Software Development Kit(SDK) is a technological software engine in which new 

AR apps can be developed and created. There are different types of SDK’s that are 

used to develop an AR app like ARKit, ARcore, Vuforia, Kudan, Easy AR etc. By 

using those SDK different AR based app can be built. With those SDK a virtual 

camera will be open, it will detect the surface and then it will put the real-life object 

on the virtual platform and the customers can give a trial of their ordered product. 

 

2.2 Related work 

Virtual trial room by “TryNDBuy” 

This system was found in Mumbai in 2017. TryNDBuy fashions has created a 

software which can be loaded into fashion trials app to create a digital trial room. 

 

Nerdiz.com 

Nerdiz.com is Bangladesh’s first virtual Reality Educational platform. Pradeepta 

Kumar Saha had come up with the idea of starting a VR education system. Currently 

this team has 13 students from different universities who delivers the best content 

through VR. 

 

Sephora virtual Artist and Rolex 

 Sephora is a cosmetic company and it uses the AR technology to build an app that 

allows the customers to give trial of the product on their eyes, lips etc. They can try 

the colors on their digital face. 
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Dulux visualizer 

Dulux visualizer is a AR based application that gives us the opportunity to try out 

the shade of paint for our house before we buy the color for painting. 

 

2.3 Summary of our Research 

In the research summary, we can clearly say that the research will recommend a 

system that can be extremely helpful for the customers and for those who are very 

much confused when buying a product. We collect different instructions and bring 

them in one platform, then we combined them together to make a better UI(User 

Interface).From this system we can make a trial of a product or object. Many 

organizations can use this technology for their customers so that they can get a 

overview of the object. 

 

2.4 Scope the problem 

In this scenario 

• Analyze different types of datasets. 

• The data’s format changing problem 

• Accuracy is not fully maintained. 

• Higher requirement of android API. 

 

2.5 Challenges 

Challenges that we face 

• Augmented Reality is very new to modern technology so that’s why we don’t 

have enough source to learn. 

• As we use different types of SDK so it will not run in lower configured 

devices. 

• It needs higher configuration device to work with AR. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Introduction  

The methodology is a way of gathering the data or information that contains several 

concepts and theory. The augmented reality process can be implemented through a 

platform called “Unity”. This is platform where we can perform those experiments 

related to Augmented Reality. 

 

Fig 3.1: Working platform of Virtual trial with Augmented Reality. 

 

 Most of us have heard about the Unity that allows programming for gaming, drag 

and drop features and C# scripting. It was first launched in 2005 by Nicholas 

Francis, Joachim Ante and David Helgason and It was only supported mac 

development and deployment. However, today Unity has become the most popular 

engine on the market as it has expanded its operation to the windows and give the 
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power to publish a project on a open platform. From Android to IOS to PS4, Unity 

holds the reputation for being easy to pick up and implement. 

 

3.2 Steps of the working process  

The methodology is a way of gathering the data or information that contains several 

concepts and theory. 

Player setting 

Before building an application or system we need to control the application settings. 

We a have to set the right information for our project so that the project can run 

smoothly on the device’s that the project will run. 

                           

Fig 3.2.1: Player settings of the project. 
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The following figure represents the settings of the project. That means here we need 

to select API level, Package name of the Project, name the Project, which’s API 

level the project will be supported. Here the minimum API level Android 9.0 Pie. It 

also shows that this project supports ArCore. this is called the player settings. So, 

the following figure represent the player settings of the application. 

 

Build Settings 

After the player Settings, we need to control the settings where we are building this 

application. This setting is also known as Build Settings. 

 

Fig 3.2.2: Build settings of the project. 
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The following figure represents that we have built the app in Android. As we can 

see there are few scenes in built. Here we have total 6 scene in that function. Here 

we have 6 different scene and we have combined those scenes here and we are 

controlling those scenes with the help of different buttons. Here scene means like 

getting a 3D view of the chair is a scene, grass floor is a scene, photo frame is a 

scene etc. We have combined all the different scene together to build an app.  

 

Scene of an object (Chair) 

We have worked in different scene. In those scenes we have imported some 

additional file so that the scene can run properly. 

 

 

Fig 3.2.3: Scene of wooden chair. 

 

The following figure is scene of our AR application. On the left side we have 

imported some file like directional light, ArCore device, wooden chair. We have a 

back button on the scene so that we can return to the mail file. 
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Main Menu file 

We have to write appropriate code for implementing the application properly. We 

have to declare some method to complete the code. 

 

 

Fig 3.2.4: Code for main menu screen. 

 

 

Fig 3.2.5: Code for main menu screen (continued). 
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The following figures are the codes for our menu buttons. We execute those buttons 

from these codes. We have different codes and we have set this code with different 

buttons. We have declared a Go to function with all codes. With this function when 

a user presses different buttons it will go to different scenes. There is a code for the 

back button so that when the user presses the back button, it will take him to the 

main page. 

 

Change of size 

As we are working with an object in Augmented Reality, so it will be better if we 

can zoom in or zoom out the object. 

 

 

Fig 3.2.6: Codes for changing the size of objects. 

 

Here a function pinchtozoom() is used in the code that helps the apps to control the 

object as the user can zoom in or zoom out the object for a better and clear view. 
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Rotation of object 

It would be better if we can rotate the objects in different angles. Rotation of the 

object can produce a clear view 

 

Fig 3.2.7: Codes for rotating the angles of objects. 

 

Here a function Rotate has been called in the code. With this function users of this 

app will be able to rotate the objects. 

 

Swap object 

As we are working with an object so It is very important that object can move from 

one place to another. 

 

Fig 3.2.8: Code for swapping an object. 
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The following figure is the code for swapping an object. Here a function 

spawnARObject is called which allows the objects from one place to another. 

 

Scene Controller 

We have to control the scene so that all the scene can perform properly under one 

User Interface(UI). 

 

Fig 3.2.9: Scene Controller. 

 

The code to control the scene is the following code. Here in the following code we 

have declared some gaming object of our project. 

 

Fig 3.2.10: Showing toast message. 
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Here in the following figure, we have written a code for showing a toast message. 

That means if there is an error in the app then the system will show different 

messages. 

 

Button Graph 

As we are working with some button’s so there is some graph for this button. 

 

 

Fig 3.2.11: Button Graph. 

 

Here in the main page of this app we have some buttons and those buttons has a 

slide and when we click the slide to hide and show it. The following figure is the 

graph of that animation. 
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Fig 3.2.12: Button slide code. 

As we have a animation button where if we click it will show or hide. The following 

figure is the code for the animation button. 

 

Detect surface 

This project is all about working with a moving object so it is very important that 

the AR camera can detect the surface right. 

 

Fig 3.2.13: Code for detecting surface. 
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The following figure is the code for detecting a surface. As the project work with 

moving object so It is very important that the camera can detect the surface. The 

following code help the camera to define if the surface is either a vertical surface od 

horizontal surface. 

 

Common materials 

There are some common materials which are the basic files for almost every code. 

 

Fig 3.2.14: Common materials. 

 

Here in the following figure, there are some common materials that we have used 

in all the objects of our project. We used them in different situations. 

 

3D materials 

As we want to show a 3D view of an object so we have to enter a 3D material. 

 

Fig 3.2.15: 3D materials for chair. 
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The following figure is a 3D material that we have downloaded from an assets store. 

This material helps to represent the 3D view of the chair. 

 

Photoframe material 

We are about to show the 3D representation of every object so we have to add the 

needed materials for the photo frame. 

 

Fig 3.2.16: Photo-frame Materials. 

 

The following figure describes which material is used in the photo frame. This helps 

this app to represent a 3D view of the photo frame. 

 

Scanning pictures 

There are some photos that are attached in this app that are used as the material for 

scanning. 
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Fig 3.2.17: Material for scanning. 

 

The following pictures are used as scanning materials. We created a folder(images) 

and store the pictures in that folder. These images are saved in the apps as default 

images. If we scan those pictures then it will make a frame around those images. 

 

Scene of the project 

We are working with some objects that means we have different scene for different 

objects. 

  

Fig 3.2.18: Scene of grass floor. 
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Here the following figure describes the scene for grass floor. Some of the additional  

file is imported which are canvas, Eventsystem, FloorController. We use a back 

 button which allows the user to return in the main page. 

 

Fig 3.2.19: Scene for image scanning. 

 

Following figure describes the scene of the image scanning. Here some of the 

additional files are imported for scanning which are directional light, canvas, 

ExampleController, EventSystem. 
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Fig 3.2.20: Detecting surface 

 

We have added some additional file that helps the AR camera to detect whether the 

surface is vertical or horizontal. 

 

3.3 Challenges 

We faced huge challenges in this section of our research. We did not only face 

problem in the research part but also in the coding part as well. We faced a lot of 

problems like- 

• It takes a long time to find out which work has been done before related to 

our project topic. 

• As the Augmented Reality is very new to the modern technology, so there 

are not enough learning tutorials from where we can learn. 

• We couldn’t find any error while writing a code. That means there are no 

inline error detection system. We had to run the code after finishing it 

completely. 

• As we are working in a big platform so it is very hard to implement. 

• It is not applicable for all kind of devices. It needs a device that has higher 

specification 
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CHAPTER 4 

EXPERIMENTAL RESULT AND DISCUSSION 

 

4.1 Introduction  

In chapter four, we will discuss the descriptive analysis of our project. Here in this 

chapter we will state our experimental results and the chapter will be closed with 

the summarization of result. 

 

4.2 Experimental result 

After assembling all parts of the project, finally we get an interface of the 

homescreen with a simple Menu that could me minimized with a single click  

 

Fig 4.2.1: Interface of the application. 

 

3D representation of Chair  

In the previous chapter, we have shown the figure that contains the necessary codes 

and working materials for representing a 3D view of a chair and the result was as 

expected. 
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Fig 4.2.2: Location of the trial. 

 

We found the perfect place where we can give a trial of our wooden chair.  So, we 

have opened our application and it is trying to detect the surface to fit the chair on 

it. 

 

Fig 4.2.3: Chair with Augmented Reality. 
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After the successful detection of the surface, the chair can now be seen in the 

location. Here we can see a 3D view of the following chair and we can fit the chair 

anywhere, we can zoom in or zoom out the chair as per our need. 

 

 

Fig 4.2.4: Camera view of the application. 

 

This will provide a clear view of our apps as we can see there is nothing on the 

location but with the help of he application we can give a trial of how the chair will 

look like on that location. 

 

Grass floor 

In chapter three we have discussed about the implementation of the grass floor. The 

result was also satisfied. 
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Fig 4.2.5: Camera view for grass floor 

 

Following figure describes the camera view of the function for grass floor. In this 

process the camera detects whether the surface is vertical or horizontal. If the surface 

is horizontal then it turns the floor into complete grass floor. 

 

Fig 4.2.6: Grass floor representation 
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Following figure describes how the horizontal surface turn into the grass floor. If 

we move forward slowly then it will detect that surface too and it will cover those 

surfaces into a Grass floor. 

 

Fig 4.2.7: Camera view of the grass floor. 

 

The following figure describes a clear view of how the app converts a horizontal 

surface into a grass floor. 

 

Photo-frame 

We have a code and some materials to represent a photo frame with a 3D view. User 

can give a trial of that photo frame. 
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Fig 4.2.8: Camera view of the photo-frame. 

 

Following figure describes the camera view of how the system detect a vertical 

surface to represent the photo-frame to the users. Here surface have to be a vertical 

surface and the surface background have to be bright and color as it will help the 

system to detect the surface correctly.  

 

Fig 4.2.9: Representation of Photo-frame. 
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The following figure describes how the app will represent a 3D view of the photo-

frame after the system detect a colorful bright background and a vertical surface. 

The user can see the photo-frame with zoom in, zoom out and from any angle. 

 

Face Imaging 

We have built a function that will open the front camera/selfie camera of the user 

device and will detect the face of the user or others who is standing before the selfie 

camera. 

 

Fig 4.2.10: Face imaging. 

 

After detecting the face properly our app will put a doggy emoji on the face and will 

remain the same until we back button is pressed. 

 

4.3 Discussion 

We have implemented some objects like trialing a wooden chair, produce a grass 

floor, represent a photo frame and face emoji in different ways and after the 

implementation was successful, we bring all of those under one platform and 

designed an UI to produce an APK. We have faced some difficulties to produce the 

following figures which represents the experimental results. But the result that was 

produced at the end was quite expected. 
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CHAPTER 5 

CONCLUSION AND THE FUTURE SCOPE 

 

5.1 Conclusion  

Online shopping or buying a product is very sensitive part for any customer. Our 

intention is to provide a system that can help customers for their trial purpose. Now 

with the help of our system, a customer or buyer can give a trial of their desired 

product before he/she want to buy or order it. So, this system can be helpful for the 

customer if they are worried or confused about their product. All the pictures of the 

product will be stored in our system. In our system we can represent a 3D view of 

the customer’s desired product. If a customer can have an idea of how the product 

will look like in his/her place then it will be very easy to choose their desired 

product. This will assure a better user experience for the customers. 

 

5.2 Future Scope  

This research can be implemented and further developed with the collaboration of 

any business institution. Because online shopping is an important part of our modern 

life. So, the customers will be more interested where they get more facilities. Our 

system can provide great facilities for the customer’s as they will be more interested 

in online shopping. We have work with some specific product but we have plans to 

work with this app in a higher level such as we can create our own E-commerce site 

and apply this system or it can be implemented in the most popular online shopping 

site in Bangladesh like Daraz.com 
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