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Abstract 
Machine learning based    classification techniques helps to solve the problem related to 

decision making.  In many areas of price prediction are used like housing price prediction, 

stock price prediction different classification algorithm used. Some of them are used 

artificial neural network. In this study, three different classification techniques used for 

prediction the mobile price range. The first one is Naïve Bayes second one is Decision Tree 

and third one is Random Forest machine learning algorithm. The accuracy got by first two 

techniques respectively 83% and 84%. As the accuracy of Naïve Bayes is lower than 

decision tree so Naïve Bayes is not considered. So, for improving the accuracy of Decision 

Tree, the parameter has been pruned and later Random Forest has been used. It gives 90% 

accuracy for this dataset. And also, performance evaluation is performed for Decision Tree 

and Random forest like Precision, Recall. 

 

Keyword: Machine Learning, Decision Trees, Random Forest, 
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Chapter 1 

Introduction 

Mobile technology is a technology where users go, this technology also goes. This portable 

technology consists of two-way communication, computing and networking technology 

(Mobile Technology | IBM, n.d.). The number of mobile users in the world in 2019 is about 

3.2 billion and increasingly in 2020 is about 3.5 billion (29+ Smartphone Usage Statistics: 

Around the World in 2020, n.d.).  Different commercial activities, university courses, 

entertainment, communications are also done by a phone. Different organizational tasks, 

meetings also maintained and held virtually in this pandemic situation. As well as the use 

of mobile phones is increasing day by day and the prices also vary by their different 

configurations. There are many companies and many types of quality products in the 

market.  

Nowadays, mobile phones are selling and purchasing in a huge number. Within a short 

timespan new version with new features are launched to market (Balakumar et al., n.d.). 

There are many features which are important to consider a mobile price like display 

resolution, ram, camera, processor, mobile thickness. 

As far as, the use of mobile technology is increasing day by day and the price of that phone 

based on their configuration, quality and brand. One goes to market and search for different 

phones with different configuration of different brands. So, it makes the customer 

confusing, budget problem and waste of time and so on. 

 

In a work, ANN is used for predicting mobile price range (Khillha & Shawwa, 2020). There 

70% data used for training that model and 30% for validation (Khillha & Shawwa, 2020). 

In another work, KNN and Linear Regression is used comparatively (Balakumar et al., 

n.d.). There are many examples of price prediction like stock price (Di Persio & Honchar, 

2016), energy price (Ebrahimian et al., 2018)(Zehtab-Salmasi et al., 2020) and so on. In 

another price prediction, ANN MRA was implemented and compared (Lim et al., 2016). 

ANN is one of the main tools used in machine learning technique (Khillha & Shawwa, 

2020). This is a brain-inspired system which is proposed to simulate the way humans learn. 

Neural Networks involve input and output layers and, in most cases, hidden layers. Hidden 

layer neurons are connected only to the other neuron but never directly interact with the 

user program (Khillha & Shawwa, 2020). Machine learning provides the best technique for 

Artificial Intelligence like classification, regression, supervised learning and unsupervised 

learning. There are many types of tools for machine learning tasks MATLAB, Python 

WEKA etc. So, any type of classifier can be used (Balakumar et al., n.d.). 

And also, there are different types of feature selection algorithms to select only the best 

features and minimize the dataset (Balakumar et al., n.d.). So, the complexity of 

computation reduced. 

So, a classification technique is built to predict by price that if a phone is low price or 

medium or high or very high depends on some major factors or features of a mobile phone. 
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This classification technique is using decision tree and random forest and comparing their 

outputs. 

 

Objective 

The main objective is to predict the price range of mobile phone. By which future 

technology and demand price can be predicted and customers confusion will be clear while 

buying a phone. 
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Chapter 2 

Literature Review 

Using machine learning techniques, the prediction of mobile price is an interesting research 

background because of the newly launched and availability of phones. Muhammad Asim 

and Zafar Khan (Asim & Khan, 2018) collected dataset from a website(GSMArena.Com - 

Mobile Phone Reviews, News, Specifications and More..., n.d.) and used Decision Tree and 

Naive Bayes to predict the classification of mobile price which result was respectively 78% 

and 75% (WrapperAttributEval Algorithm) and also the number of selected features was 

respectively 2 & 5. Using InfoGainEval the best accuracy was respectively 75% for 2 

features and 71.42% for 6 features.  

B.Balakumar 1, P. Raviraj 2, V. Gowsalya 3 (Balakumar et al., n.d.) used Linear Regression 

and KNN for predicting mobile price and respectively the accuracy was 91.32% and 

92.12% using collected dataset(Kaggle: Your Home for Data Science, n.d.-a).  

Ibrahim M. Nasser, Mohammed Al-Shawwa(Khillha & Shawwa, 2020) used the Artificial 

Neural Network to predict the price which accuracy was 96.31%. Abu Nasser, et.al (Al-

Daour et al., 2020)(Alghoul et al., 2018) built many neural network models for predicting 

class. They used the ANN model in the prediction of Temperature and Humidity which 

gives 100% accuracy (Al-Shawwa et al., 2018). 

Keval Pipalia1, Rahul Bhadja 2 (Pipalia & Bhadja, n.d.) used many different algorithms 

for performance evaluation in mobile price prediction. They got the accuracy for Logistic 

regression 81%, KNN 55%, Decision Tree 82%, SVM 84%, Gradient Boosting 90%. 
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Chapter 3 

Methodology 
In this section the working flow will describe how the data collected and used for 

implementation. 

 

Figure 1: Working Flow 

Data Collecting 

Features of mobile phone collected from online resource(Kaggle: Your Home for Data 

Science, n.d.-b). 

 
Figure 2: Dataset 
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Table 1: Dataset Distinct Values 

 
Ram Battery Px 

height 

Px 

width 

Weig

ht 

Int_mem

ory 

Sc_heig

ht 

Sc_wid

th 

Talkti

me 

Front 

Came

ra 

Min 256 501 1 500 80 2 5 0 2 0 

Max 3998 1998 1960 1998 200 64 19 18 20 19 

Mean 2124.2

13 

1238.5

18 

645.1

08 

1251.

51 

140.2

4 

32.04 12.3 5.76 11.01 4.309 

StdD

iv 

1084.7

32 

439.41

8 

443.7

8 

432.1

99 

35.39

9 

18.145 4.21 4.35 5.46 4.34 

 

This table explain the dataset with the maximum, minimum, mean and standard division 

of each attribute. 

Data Cleaning 

Checking and cleaning if there are any null data. There were blank data in pixel height so 

this field has been filled with the value. Then check each attribute using histogram. Data 

cleaning or preprocessing is one of the important parts of research. Handling missing data 

is one of them. To deal with missing data firstly the data missing on that row to be 

deleted or secondly put there calculate mean value. Labeling the categorical data is also 

an important part of data preprocessing. 
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Figure 3:Histogram of Attributes 
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Attribute Analysis 

 

Figure 4: Bluetooth 

 

Figure 5: Dual Sim 
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Figure 6: Four G 

 

Figure 7: Three G 
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Figure 8: Touch Screen 

 

Figure 9: Wi-Fi 
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From Figure 4 to 9 it is clearly seen that how many data contain in the dataset for each 

classification label/class. Suppose, there are 250 phones of low price which does not have 

Wi-Fi and 251 phones of high price which have Wi-Fi. 

 

 

Figure 10: Battery Count 

 

Figure 11:Clock Speed 
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Figure 12: Front Camera 

 

Figure 13: Internal Memory 
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Figure 14: Mobile Depth 

 

Figure 15: Mobile Weight 
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Figure 16: Cores 

 

Figure 17: Primary Camera 
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Figure 18: Pixel Height 

 

Figure 19: Pixel Width 
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Figure 20: Ram 

 

Figure 21: Screen Height 
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Figure 22: Screen Width 

 

Figure 23: Talk-Time 

 

And from Figure 10 to 23 it clear, how many types of data and for each type how many 

data contain in dataset. Suppose, ram can be 8192MB, 4096MB, 2048MB and for each of 

them there are 25,50,40 data in the dataset. 
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Correlation 

This is a measure of the mutual relationship between attributes. By this measure the 

impact of an attribute depends on another attribute. Suppose, when it is summer people 

use to buy ice-cream (Correlation for Data Science | Towards Data Science, n.d.). 

Correlation gives a better understanding to a dataset (Correlation – Towards Data 

Science, n.d.). For example, from Fig-24 we can assume that pixel height and pixel width 

are mutually related to each other. 

 

 
Figure 24: Correlation Heatmap 

Selecting Features 

There are many ways to select the best feature from a dataset. In this dataset, SelectKBest 

method is used and select 10 features according to their score. There are many features 

which are irrelevant of less important and for this sometimes the accuracy of the model has 

been decreased. So, for avoiding this problem best feature selecting technique is used. 

 
Figure 25: Best Features Score 
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Algorithms Applied 

Decision Tree 

Decision Trees are one of the most useful supervised learning algorithms. In supervised 

learning, data is already labeled and the target is known. DTs algorithms are best to solve 

classification problems(The Complete Guide to Decision Trees | by Diego Lopez Yse | 

Towards Data Science, n.d.). Decision tree algorithm and other classification algorithm 

seek to calculate the value of target attribute based on input attribute (Nwulu, 2017). There 

is a term called Entropy which is calculated by the probability of classes and then 

Information gain is calculated for identifying next node. Decision trees are definite nodes, 

branches and leaves. Each node defines the feature/attribute, branch defines the decisions 

and leaf defines the outcome. And also max depth based on the number of levels(The 

Complete Guide to Decision Trees | by Diego Lopez Yse | Towards Data Science, 

n.d.)Decision trees use entropy and information gain to solve the problem. 

 
Figure 26: Decision Tree Levels 

Entropy mathematical term 

 
Equation 1: Entropy 

Where, ‘Pi’ is the frequentist probability of an element/class ‘i’ in data(Entropy: How 

Decision Trees Make Decisions | by Sam T | Towards Data Science, n.d.). 

Or 

Entropy(S) = -P(Y)log2 P(Y) - P(N)log2 P(N) 

Where, S=total number of samples, P(Y)=probability of Yes, P(N)=probability of No. 

Information Gain is a measure of change in entropy which helps to differentiate the node 

and construct a decision tree. 

Gain = Entropy(S)-[(Weighted Avg)*Entropy(feature)] 
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Test Train Accuracy Decision Tree 

  

Figure 27: Test and Train Accuracy Using max_depth 

From Fig-27, it can be said that when the depth is 20 it gives the best accuracy 84.83% 

for test results. 

Confusion Matrix 

Confusion Matrix is a summary of prediction results on a classification problem (What Is 

a Confusion Matrix in Machine Learning, n.d.). Using this matrix, the right and errors of 

the classification model can be visualized. The diagonal values are the accuracy of true 

positive the others are errors in this Fig-28. Based on this matrix classification report is 

created which contain accuracy, precision, recall/sensitivity. 

 
Figure 28: Confusion Matrix 
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Feature Importance 

 
Figure 29: Feature Importance 

From Fig-29 we can identify the importance of the feature to predict the price range of 

mobile. 

Actually, it is not necessary after selecting best features. But it can visualize the attributes 

which plays best role in this dataset. It is clear that ram, battery power resolution, 

processor core, internal memory is much important.  

Decision Tree Visualization 

 

 
Figure 30: Decision Tree Graph 

For better quality, go to this link: DecisionTreeGraph(Decision_tree_graphivz.Png - 

Google Drive, n.d.) 
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Figure 31: Pruned Decision Tree(entropy,depth=18) 

 

Actual and Predictive value Visualization 

 
Figure 32: Actual vs Predicted values 

From Fig-32 we can see the predicted and actual value. We can understand the error from 

this graph. In this graph blue lines are the actual value and orange dots are predicted value. 

So, where the blue line does not meet the orange dot there is the prediction error. 

Random Forest 

Random forest used to solve classification and regression problems. Random vectors are 

constructed ensembles of trees and decide the improved classification accuracy (Dogru & 

Subasi, 2018).  

 
Figure 33: Random Forest 
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Actually, while random forest is implemented to a dataset it creates multiple trees with 

different score. Then it merge the trees and gives the best accuracy among them. 

Tree Visualization 

 
Figure 34: Tree of Random Forest 

Mathematical Terms 

When using Random forest for regression problems, root means square used to to see 

how data branches from each node (Random Forest Algorithm for Machine Learning | by 

Madison Schott | Capital One Tech | Medium, n.d.). 

 
Equation 2: Root Mean Square 

Where, N is the number of data points, fi is the value return by data model, yi is the 

actual value for data point i . 

For gini, 

 
Equation 3: Gini Impurity 
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Confusion Matrix 

 
Figure 35: Confusion Matrix Random Forest 

Actual vs Predictive Values 

 
Figure 36: Actual vs Predictive Values 

From Fig-36 we can see the predicted and actual value of Random Forest classifier. We 

can understand the error from this graph. In this graph blue lines are the actual value and 

orange dots are predicted value. So, where the blue line does not meet the orange dot there 

is the prediction error. 
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Tuning Random Forest 

 

 
Figure 37 : Tuned Random Forest Accuracy 

From Fig37, it is clear to be said that if Random forest is pruned with max_depth 10 and 

estimator 33 it will give the best accuracy. 
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Chapter 4 
 

Performance Evaluation 

After implementing models and getting output, the next step is to find out the effectiveness 

of the model based on some metric using test datasets. Different performance metrics used 

to evaluate different models. For evaluating we will choose precision, recall and accuracy. 

 

Accuracy  

Accuracy is the ratio of correct prediction respective to all data. It is a faster way to 

evaluate a set of predictions in a classification problem. 

 
Equation 4: Accuracy 

Precision 

Precision is the ratio of correct prediction respected to correct and incorrect prediction. It 

defines that the correct prediction it makes is actually correct or incorrect based on data. 

Suppose, algorithm identify a number of people who has cancer and actually how many of 

them has cancer, the ration between these terms can be said precision. 

 
Equation 5: Precision 

Recall/Sensitivity 

It means that a model exactly predicts correctly from true value. 

Suppose, algorithm correctly predict a number of people who actually has cancer and 

actually how many of them has cancer, the ratio between two terms can be said recall. 

 
Equation 6: Recall 
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ROC Curve 

Decision Tree 

 

Figure 38: ROC Curve Decision Tree 

From this curve it is clear that the curve for class 0 is 0.93, 1 is 0.84, 2 is 0.79, 3 is 0.90 

using True positive rate and False positive rate. 

Random Forest 

 

 

Figure 39: ROC Curve Random Forest 

From Fig-24, it is seen that the curve for class 0 is 0.99, 1 is 0.92, 2 is 0.91, 3 is 0.99 in 

the perspective of True positive rate and False positive rate. 

Actually, ROC curve can explain and visualize the performance of each class for 

different model that’s why it is used. 
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Chapter 5 

Result and Discussion 

In this study, two classification techniques were implemented. In this section, all the 

experiment results will be cast and discussed. 

 

Table 2: Performance Comparison between models 

Evaluation Metrics Accuracy Precision Recall 

Decision Tree (All 

Features) 

83% 
0 0.85 

1 0.83 

2 0.79 

3 0.84 
 

0 0.83 

1 0.75 

2 0.78 

3 0.90 
 

Decision Tree (Best 

Features) 

85% 

87% (Pruning Accuracy using 

entropy, max_depth18) 

 

0 0.85 

1 0.84 

2 0.82 

3 0.88 
 

 

0 0.91 

1 0.74 

2 0.81 

3 0.94 
 

Random Forest (All 

Features) 

90% 
0 0.90 

1 0.89 

2 0.89 

3 0.91 
 

0 0.95 

1 0.86 

2 0.83 

3 0.95 
 

Random Forest (Best 

Features) 

90% 

92.16% (Pruned using max_depth 

10, estimator 33) 

 

0 0.90 

1 0.89 

2 0.88 

3 0.92 
 

 

0 0.95 

1 0.86 

2 0.87 

3 0.94 
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From Table-2, it is clear that random forest has the highest performance in terms of the 

Evaluation metrics. The accuracy of Random Forest is 91% where Decision Tree has the 

accuracy of 84%. 

 

Table 3: ROC Curve Comparison 

ML Technique Class 0 Class 1 Class 2 Class 3 

Decision Tree 0.93 0.84 0.79 0.90 

Random Forest 0.99 0.92 0.91 0.99 
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Chapter 6 

Conclusion and Future Work 

Findings 

In this study, we performed correlation to see how the features are related to each other and 

also for better understanding it is shown in a heatmap. Here, 10 best features selected which 

are mostly related for further work. Three machine learning techniques implemented for 

this study are Naïve Bayes, Decision Tree and Random Forest. From these three Random 

Forest gives the best accuracy of 91% and Decision Tree gives 84% accuracy because I 

used 10 attributes which are mostly related or connected. But, the others used less attribute 

for which they didn’t get a good accuracy and one of the researchers(Asim & Khan, 2018) 

(GSMArena.Com - Mobile Phone Reviews, News, Specifications and More..., n.d.) dataset 

was different from the others(Balakumar et al., n.d.; Kaggle: Your Home for Data Science, 

n.d.-a; Pipalia & Bhadja, n.d.). 

Limitation 

Nowadays, well configured phones are getting at a lower price so the price level depending 

on quality has been changed. 

 

Future Work 

It can be taken to application level. More sophisticated NN or combining different 

algorithms with greater accuracy can be found. 
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