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ABSTRACT 
 

Day by Day, the trend of using social media has increased among the people and with the 

increasing rate the use of Banglish (Merge of Bangla and English) and shortcut words has also 

increased. In this research, Banglish and Shortcut words have been fully converted to English. 

For this type of conversation, we have used the CNNs method and the method consist of multiple 

layer and these layers are connected to each other. This method is considered to be the best method 

because it does not need any feature extraction.  The convolutional neuron network is used in many 

areas such as image and pattern recognition, speech recognition, natural language processing and 

video analysis. In this research we have used CNN method because we have decided to use 

computer vision as some of the words are close to each other and at first we need to convert all the 

shortcut words into images for pre-processing the data.   

With the help of CNN method searched for the Banglish and shortcut words that people use for 

their daily conversation. At first we find the different representative of a single word and then we 

converted those shortcut and Banglish words to main word using CNNs method. 
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CHAPTER-1 

INTRODUCTION 
1.1 Background: 
 

Now a day’s the use of acronyms and abbreviations on social media are used vastly around the 

world. Mostly teenagers and young adults use simplified languages in their conversations. Like 

every other country Bangladesh is one of them and mostly everyone use this coded language in 

their conversation.  

These shortcut languages are mostly used for text messaging on Facebook, Instagram, WhatsApp 

and on many other apps. These conversations are normally in Bengali but in English transcript 

which is very commonly known as (Banglish). In the last 10 years the use and the number of 

people use shortcut language have increased. It is very easy and a convenient way of 

communication as all educational group of people can use it and not only that even online sellers 

find it easy to communicate with buyers. 

Few examples of shortcut languages are ttyl(talk to you later), omg(oh my god), idk(I don’t 

know),plm(Problem),slv (Slove) etc. These shortcut conversations are used to save time and some 

phones have limited number of character per text message, some mobile phones have additional 

features of these shortcut words. Not every mobile phone or laptop/computer have the feature to 

write messages in Bengali, they needs to be installed separately.  
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1.2 Motivation of Thesis:  
 

During the period of global pandemic every country has been using online/social media platform 

for teaching, so the use of shortcut languages have increased. One day while working on my project 

I contacted one of my friends regarding some materials. Our conversation involved text messaging 

in Banglish and shortcut words. I am familiar with both of the languages but I suddenly discovered 

that his way of using words are different than mine and other fellow classmates/friends for example 

some people write someone as (sum1, before as b4 etc.) I found it very difficult as his words were 

even shorter than others normally use. I then came up with the idea of creating a platform where 

you can use the shortcut words but it will automatically translate it into simple English, which will 

be easier for people to understand. 

After researching a little further I saw that many countries use this shortcut languages and they 

include abbreviation, acronyms, slangs and less use of common grammar. Even in Bangladesh 

people do the same, so in order to save the languages from distortion I am going to use this 

software. It will help us to improve the understanding of the languages and also we can easily 

communicate with a friend or colleague (mainly in foreign countries) without bending the 

languages and it will help them and us to understand each other better. 
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1.3 Problem Statement: 
 

These shortcut languages trends has been passed on to school students which can have effect 

on their academic. The shortcut words are also being used in our daily life for example (LOL, 

OMG, BRB) which is making us illiterate. The use of shortcut words are making people 

develop bad grammar and making the society incapable of structuring logical sentences. This 

shortcut social media words promoting bad grammar as people have adapted themselves to 

writing slang that even if they want to write proper but they cannot. The problem with using 

Banglish is that it will make people forget to write proper and clear Bengali as most of the 

schools use online platform as educating school/college students. This is not only a problem 

for our country but it’s happening globally, some schools have even reported that the students 

used the shortcut languages in their exam paper. 

 

1.4 Research Questions: 
 
 

Question 1 : How we can create main word from the shortcut words? 

Question 2 : How will this research impact on the human and the human society? 
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1.5 Objective: 
 

While connecting with others through these social media’s, most of the people use shortcut words 

in order to reduce more efforts to type full words. Using any word or sentence in shortcut can be 

a distortion of the word. Again, some people cannot understand the use or proper pronunciation of 

the word or sentence and sometimes it can be a great hazard for the people. Moreover, it is also 

noticed that some people also forgets the original spelling of the sentence that has been typed 

shortcut. 

So, to solve this problems, I think the tool I intend to make is a time reliable tool. It will also solve 

the problem of word distortion. While typing a word in shortcut, my tool will suggest the proper 

and main word of the shortcut word. It will also let people remind the original spelling of the word 

just by clicking and selecting the proper word for the shortcut word. Thus, this way people will 

not be confused and gets in hazard. 

1.6 Limitations:  
 

We didn’t get much data. Google didn’t get the kind of data we wanted. So we had to create a 

dataset. Since we had created dataset, the amount of data in the dataset is somewhat less. In 

addition, different people use different types of shortcut words. So collecting shortcut words for 

all words is a big challenge. 
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CHAPTER-2 

LITERATURE REVIEW 
 

This paper tells that CNN model are similar to ordinary neural network, they have hidden layers 

containing neurons. After the test were made accurately for CNN-softmax and CNN-svm, the 

results were almost the same. If the base of the CNN model is refined the results may be improved.  

By Abien Fred M.Agarap et al  [1]. The paper talks about an advanced word predicting system 

(Fast Type) which excels typical limitation of standard techniques. Fast Type is a combined 

statistical and rule based methods developed to improve Keystroke saving. It is used to cut the 

number of keystroke use, which helps people with special needs and native users to reduce 

misspelling and the non-local people to use correct words. By Carlo Aliprandi et al [4]. In this 

paper we discuss how features relying networks are employed for English article correction, 

instead of relying on human skills. The network is known as convolutional neural network.  This 

network can be used on both error annotated and non-annotated corpus by Chengjie sun et al [6]. 

The purpose of the hybrid model for word prediction problem is to recommend next word in a 

sentence. This problem can be solved by two methods, syntactic or semantic analysis. This two 

features cannot be used individually as it will not give any practical result. On the contrary if these 

two methods are used together it can provide state-of-the-art-result.{88}  In order to predict the 

method of characterization of social relation from word-based contents unsupervised learning 

algorithm meta-data is used. It has been found that in order to improve the prediction accuracy a 

limited number of information needs to be presented.  By Georg Sun et al [7]. Federated Algorithm 

is a network language which allows its client (mobile phone) to better prediction recall by giving 

training on a high quality data set. The work shows the possibility of the training without 

transferring its client’s data to the server and also gives control over the use of their data by Andrew 
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et al [9]. There has been many problem in classifying short texts because of lack of contextual 

information. It creates difficulties for the deep neural network to produce similar binary codes for 

semantically related texts. This problem was overcome by removing nouns and used the verbs to 

improve the short text classification. When convolutional neural networks have been a great 

success in single-label image classification but still it failed to clearly label dependencies in an 

image. So in order to address to this problem CNN-RNN framework has been combined 

together.by Jiang Wang et al [12]. This paper demonstrates how modern CNN-RNN hybrid 

architecture model used to recognize hand written scripts of Hindi and Bangla. In order to 

recognize the problems for languages where suitable size of data is not available, pre-training the 

network on synthetic data can resolve the problem. By kartik Dutta et al [13]. The convolutional 

neural network acknowledges automatic detection and acknowledgement of text in natural images. 

The network is trained to perform word recognition on the whole proposal region. In order to detect 

fast region proposal methods to perform word detection the channel uses a novel combination of 

complementary proposal generation techniques. After examining the steps it is finally ready to be 

used in the real world application of text spotting, which will allow hours long news footage to be 

instantly searchable through a text query. Max Jaderberg et al [18]. The purpose of this paper is to 

build a language model to predict a correct word in a sentences. It will not only save time but will 

help the disable people and will reduce spelling mistakes by Md.Masudul Haque et al [19]. A novel 

convolutional architecture named as genCNN which uses as a word sequence prediction. It is 

different from the neural network and the existing feedforward networks. This new model is fast, 

easy to train and after the experiments made on text generation and n-best re-ranking in machine 

translation it can significantly improve upon state of arts by MingxuanWange et al [20].  
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 In this paper hybrid machine translation has been used to translate Chinese-to-English and 

English-to-Chinese by using BJTU-NLP system. To further improve the result we have taken data 

from Wikipedia database and pre-processing and post-processing rules are applied to improve 

performance.  
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CHAPTER-3 

METHODOLOGY 
 

Most important and vital part of any research work is data collection and data pre-processing. And 

as we work with a unique data set we had to spend most of our time in data set collection. We 

collected generally shortcut texting words for that we have to find out the different representation 

of a single word. We used 71 words and for training we used 10-15 different representations of 

that word and 7-10 different representations for testing the model.  In figure 3.1 we produce an 

example of our data. 

 

 

Figure 3.1: Dataset Example 

 

In figure 3.2 we described our workflow to complete the whole process. 
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Figure 3.2: Proposed workflow 

 

 

 

3.1 Data pre-processing 
 

We can’t create any rule or find any pattern to labeling the shortcut typing and actual words. 

Suppose we write “hlw” instead of hello in vector distance count hlw is close to hi so from that 

perspective “hlw” will be “hi”. So we decided to use computer vision. So that we can work from 

the viewing perspective for that we need to convert all the shortcut words into images. In figure 

3.2 we described how we converted plain words into images. 



10 | P a g e                                               © Daffodil International University  
 
  

        

Figure 3.3: plain words to images 

 

3.2 Labeling dataset 
As we had 71 unique words and the shortcut with that we had to label them with their actual data 

words. Cause we will use supervised learning. Data labeling is important as it is the base for any 

AI project. This named information goes about as an informational collection which is taken care 

of in calculations to prepare different AI models.  
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AI models generally need loads of information marking for each task which is called preparing 

information and this named information ought to be of high and exact quality for a Machine 

Learning model to work precisely in a true situation. This Labeled information assists AI with 

perceiving different articles, shapes and examples. In this case we used the folder name as labeling 

words for the shortcuts. In figure 3.3 3rd step we will find our labeling and in figure 3.4 We 

described how we read the images from the dataset.  

 

 

Figure 3.4: Image reading from dataset 
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3.3 Label Encoding: 
 

We had 71 unique words but we couldn't represent them as strings. We had to represent them into 

numeric values. For that we used label encoding. Label Encoding alludes to changing over the 

names into the numeric structure to change over it into the machine-lucid structure. AI calculations 

would then be able to choose in a superior manner on how those marks should be worked. It is a 

significant pre-preparing venture for the organized dataset in regulated learning. 

3.4 Feature extraction: 
 

Feature extraction includes diminishing the number of assets needed to portray a huge arrangement 

of information. When performing the examination of complex information one of the serious 

issues originates from the number of factors included. Examination with countless factors, for the 

most part, requires a lot of memory and calculation power, likewise, it might make an order 

calculation overfit to preparing tests and sum up ineffectively to new examples. Highlight 

extraction is an overall term for techniques for developing blends of the factors to get around these 

issues while depicting the information with adequate precision. Many AI specialists accept that 

appropriately enhanced element extraction is the way to compelling model development. In figure 

3.5 we described our feature extraction technique. 
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Figure 3.5: Feature extraction technique. 

 

In below figure 3.6 we visualize an example of our extracted feature. 

 

 

 

Figure 3.6: Images to array conversion 
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3.5 Proposed Model: 
 

We mainly used convolutional neural networks.  CNNs are regularized forms of multilayer 

perceptrons. Multilayer perceptrons generally mean completely associated networks, that is, every 

neuron in one layer is associated with all neurons in the following layer. The "completely 

connectedness" of these organizations makes them inclined to overfitting information. Common 

methods of regularization incorporate adding some type of extent estimation of loads to the 

misfortune work. CNNs adopt an alternate strategy towards regularization: they exploit the 

progressive example in information and collect more mind boggling designs utilizing more modest 

and easier examples. Along these lines, on the size of connectedness and intricacy, CNNs are on 

the lower extraordinary.  

Convolutional networks were propelled by natural cycles in that the availability design between 

neurons takes after the association of the creature visual cortex. Individual cortical neurons react 

to upgrades just in a confined district of the visual field known as the open field. The responsive 

fields of various neurons somewhat cover with the end goal that they cover the whole visual field.  

 

 

 

 

 

 

 

Figure 3.7: Proposed model  
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In the figure below we described the actual summary of our model. 

 

Figure 3.8: Summary of the model 

 

 

And the visual representation of our model architecture is given in figure 3.8 



16 | P a g e                                               © Daffodil International University  
 
  

  

Figure 3.9: Model architecture.  
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CHAPTER-4 

 

RESULTS AND DISUSSION 
   

 

4.1 Precision: 
Precision actually monitors the accuracy of the model when it's predicting the true values. Below 

we provide the formula of finding precision. 

 

  

4.2 Recall: 
Recall actually monitors the accuracy of the model when it's predicting the false values. Below we 

provide the formula of finding recall. 

 

 

F1-score: 

This is actually a statistical analysis of the performance of a model. Which actually combined 

precision and recall. 

Below we provided the formula of finding f1-scores. 
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For better and clear understanding of classification we plotted a CM (confusion matrix) as we had 

a total 71 class. It's a large confusion matrix but understandable. In figure 4.1 

 

Figure 4.1: Confusion matrix of the model. 
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4.3 Training accuracy: 
Above we described validation accuracy and the perfectness of the model with unseen dataset. 

Now we will describe how our model works on trained images.  

In figure 4.2 we showed the accuracy of the model on the training dataset. 

 

 

Figure 4.2: Training accuracy  

 

If we look at the graph we can see the increase of accuracy with epochs. We used 12 epochs where 

we can avoid overfitting and at the same time  we can achieve the highest accuracy. 

In figure 4.3 we can see the decrease of loss with the epochs. This accuracy and loss is vise-versa 

with less loss we will get better accuracy. 
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Figure 4.3: Testing accuracy 

 

 

In this work we used convolutional neural  networks for classifying word’s images. 

Below we described the classification report.  Where we find out the precision, recall, f1-score and 

finally the accuracy for the unseen dataset to the model and we got 75% accuracy in validation.   

 

             precision   recall  f1-score   support 

0       1.00      0.75      0.86         4 

1       1.00      0.75      0.86         4 

2       0.67      0.50      0.57         4 

3       0.60      0.75      0.67         4 

4       0.75      0.75      0.75         4 

5       0.75      0.75      0.75         4 

6       1.00      1.00      1.00         4 

7       0.50      0.67      0.57         3 

8       0.60      0.75      0.67         4 

9       0.50      0.25      0.33         4 

10       0.50      0.75      0.60         4 
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11       0.00      0.00      0.00         3 

12       1.00      1.00      1.00         4 

13       0.00      0.00      0.00         4 

14       0.60      0.75      0.67         4 

15       0.67      0.50      0.57         4 

16       0.67      1.00      0.80         4 

17       0.80      1.00      0.89         4 

18       1.00      0.75      0.86         4 

19       1.00      0.75      0.86         4 

20       0.50      1.00      0.67         4 

21       1.00      0.50      0.67         4 

22       1.00      1.00      1.00         4 

23       1.00      1.00      1.00         4 

24       1.00      1.00      1.00         4 

25       0.50      0.75      0.60         4 

26       0.80      1.00      0.89         4 

27       0.75      0.75      0.75         4 

28       0.75      0.75      0.75         4 

29       1.00      0.75      0.86         4 

30       0.67      0.50      0.57         4 

31       0.75      0.75      0.75         4 

32       0.67      1.00      0.80         4 

33       0.80      1.00      0.89         4 

34       0.80      1.00      0.89         4 

35       1.00      0.75      0.86         4 

36       0.60      0.75      0.67         4 

37       0.75      0.75      0.75         4 

38       1.00      0.25      0.40         4 

39       1.00      1.00      1.00         4 

40       1.00      1.00      1.00         4 

41       0.50      0.50      0.50         4 

42       1.00      0.86      0.92         7 
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43       0.25      0.25      0.25         4 

44       0.25      0.25      0.25         4 

45       1.00      0.50      0.67         4 

46       0.75      0.75      0.75         4 

47       0.75      0.75      0.75         4 

48       1.00      1.00      1.00         4 

49       1.00      0.75      0.86         4 

50       0.33      0.25      0.29         4 

51       1.00      0.50      0.67         4 

52       0.67      1.00      0.80         4 

53       0.67      0.50      0.57         4 

54       1.00      1.00      1.00         4 

55       1.00      1.00      1.00         4 

56       0.67      0.50      0.57         4 

57       0.70      0.88      0.78         8 

58       0.60      0.75      0.67         4 

59       1.00      0.50      0.67         4 

60       1.00      0.25      0.40         4 

61       1.00      1.00      1.00         4 

62       0.44      1.00      0.62         4 

63       0.80      1.00      0.89         4 

64       0.88      0.88      0.88         8 

65       0.80      1.00      0.89         4 

66       0.50      0.50      0.50         4 

67       1.00      1.00      1.00         7 

68       0.75      0.75      0.75         4 

69       0.80      1.00      0.89         4 

70       0.88      0.88      0.88         8 

 

accuracy                           0.75       300 

macro avg       0.76      0.74      0.73       300 

weighted avg       0.77      0.75      0.74       300 
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CHAPTER-5 
 

CONCLUSIONS AND RECOMMENDATIONS 

 

5.1 Findings and Contributions 
 

In this study, we find out while connecting with others through these social media’s, most of the 

people use shortcut words in order to reduce more efforts to type full words. Using any word or 

sentence in shortcut can be a distortion of the word. Again, some people cannot understand the use 

or proper pronunciation of the word or sentence and sometimes it can be a great hazard for the 

people. Moreover, it is also noticed that some people also forgets the original spelling of the 

sentence that has been typed shortcut. 

So, to solve this problems, I think the tool I intend to make is a time reliable tool. It will also solve 

the problem of word distortion. While typing a word in shortcut, my tool will suggest the proper 

and main word of the shortcut word. It will also let people remind the original spelling of the word 

just by clicking and selecting the proper word for the shortcut word. Thus, this way people will 

not be confused and gets in hazard. 

 

5.2 Recommendations for Future Works 

We have not a huge  dataset. So dataset is the one of the limitation of the research. For 

solving shortcut word to main word we need huge dataset which do not have currently. In 

future we increase this dataset and also add BEM with ShcWd(Shortcut word) . 
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Appendix 
 

List of Abbreviation 
 

BEM          Bangla sentence in English format (Ami ekta problem slv korlam.) 

ShcWd       Shortcuts Word  

CM            Confusion Matrix 

CNN          Convolutional Neural Network  
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