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ABSTRACT 

  

In South Asia, a large number of people consume betel life every day and it becomes a part 

of the daily life of this reason for many years. Betel leaf is also used as a remedy and, it's 

a great source of nutrition. In the international market demands for betel leaf is increasing 

incredibly. Plants of betel leaf are highly sensitive, so its cultivation is very laborious work. 

Like other South Asian countries, farmers of Bangladesh also face a great loss for the 

diseases of betel leaf every year. Diseases of betel plants decrease leaves quality. 

Recognition of betel leaf diseases became a crucial task to meet the rising demand in local 

and international markets and increase the quality of leaf. We will recognize the diseases 

of betel leaf using deep learning. First, we study some online articles, journals, and, related 

papers then we talk to local farmers and visit their lands; we find two common diseases of 

betel leaf which are foot rot and, leaf rot. Then we collect images of healthy and affected 

betel leaves. We also collected some images of unknown diseases. After data collecting 

images, we resized images and create a dataset of four classes. We applied deep learning 

models in our dataset to recognize the disease of betel leaf. Now deep learning is used in 

various recognition related systems. We have proposed a CNN model named BLCNN, 

which achieved 90.75% training accuracy and 89.44% test accuracy. Besides BLCNN we 

have also modified 3 pre-trained models for this study. Among these, EfficientNet B0 has 

performed better than other models. It has achieved 96.77% accuracy in classifying new 

images. 
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CHAPTER 1 

Introduction 

1.1 Introduction 

 

The popularity of deep learning is increasing now incredibly, it's a very young field of AI 

which is inspired by the brain's function and structures, called Artificial Neural Network. 

It is capable of dealing with huge data that are produced every day. Now computers can 

understand images because of deep learning algorithms. Various deep learning algorithms 

are used in different fields to solve real-life problems significantly. To find the best solution 

for a specific problem, deep learning algorithms need to be trained and tested with data 

thoroughly. 

 

In South Asia, the Betel leaf is an important part of the culture. It has remarkable usages in 

the daily life of this region. It also creates a great impact on the economy of this region. 

Like other South Asian countries, a large number of farmers of Bangladesh also cultivates 

betel leaf. In Bangladesh, over nine million people work as agricultural laborers and, about 

16.5 million families earn their living from agriculture [1]. Bangladesh is also classified 

among the Next Eleven countries [2]. Its economy largely depends on agriculture and, the 

demand for agro-processing products is growing incredibly in export markets. In South 

Asian countries, farmers are unfamiliar with modern technologies. In this region, most of 

the agriculturalists are uneducated. In Bangladesh, 73.91% of people are educated [3], but 

most of the farmers are uneducated. They use traditional tools and techniques of 

agriculture. Every year they face a huge loss due to the lack of knowledge about modern 

technologies. The disease of plants becomes a matter of deep concern for farmers and 

governments as the demands for agricultural products increasing rapidly day by day in 

local and international markets. Farmers can be benefited if they can detect diseases at an 

early stage. Then they can take proper action to control the diseases. This can be acquired 

by using an online computer vision-based expert system which will be able to detect 
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diseases of betel leaf from an image taken by a smartphone. Scientific classification of 

betel plant is given below in Table 1.1. 

 

Table 1.1: Betel scientific classification chart 

Scientific Classification 

Kingdom Plantae 

Clade Tracheophytes 

Clade Angiosperms 

Clade Magnoliids 

Order Piperales 

Family Piperaceae 

Genus Piper 

Species P. betle 

Binomial name 

Piper betle 

 

We have used CNN, it is now widely used in various fields for its significant performance 

than others. In recent times, CNNs are used widely in various leaf disease recognition like 

cucumber [4], rice [5], and tomato [6]. 

 

1.2 Motivation 

 

The economic condition of the South Asian farmers is not as good as other countries. Their 

life depends fully on agriculture. Like other countries of this region, a large portion of 

farmers of Bangladesh cultivates betel leaf for the whole year. They borrow money with a 

high-interest rate for cultivation. Profit from betel leaf cultivation depends on the quality 

of betel leaf. Diseases of betel leaf is a great threat to farmers. Farmers sell low-quality 

betel leaf at a cheap rate. Sometimes disease destroys all plants of betel leaf. Sometimes 

diseases destroy all plants of betel leaf. As a result, farmers face financial loss which makes 
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farmers' life miserable. If they can recognize diseases of betel leaf at an early stage, then 

they can save them from financial loss. This will also help them to enhance their economic 

condition. Betel leaf also contains many nutrition such as protein, minerals, fiber, 

chlorophyll, carbohydrate, nicotinic acid, vitamin C, vitamin A, calcium [7]. It is also used 

as a remedy for many diseases. To ensure a better quality of betel leaf, recognition of its 

diseases has become an important task. We are going to recognize diseases of betel leaf 

using deep learning as we have not found much research work on this field. 

 

1.3 Objectives 

 

In this research work, we are going to a CNN model to recognize betel leaf diseases which 

will be able to use smart devices. There is less remarkable work that has been done 

previously in this field, we mentioned that earlier. Moreover, as far we know none use deep 

learning algorithms. That's why we are interested to work with betel leaf diseases and deep 

learning techniques. Our expert system will be able to detect disorders from an image taken 

by handheld technology. 

 

Deep learning is a branch of Artificial intelligence (AI), AI has transformed our world like 

electricity. Deep learning enables power to researchers to make more exciting and smart 

AI applications that can autonomously perform tasks without any human intervention. The 

popularity of CNN is increasing incredibly, CNN is used in now everywhere. It has shown 

significant performance in the image recognition field. Models built with CNN can be 

easily used on every platform. As CNN has used in remarkable research work, we thought 

that we should apply CNN for disease recognition of betel leaf. 

 

1.4 Expected Outcome 

 

We hope this research work will help farmers who are involved with betel leaf cultivation 

to recognize diseases of betel leaf. Our trained CNN models will be deployed in the smart 
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cloud-based applications. Successful deployment of existing or new deep learning 

algorithms for recognizing diseases of betel leaf. This helps farmers to ensure the quality 

of betel leaf easily. This work will help people to know more about recognition using deep 

learning. New farmers who are unfamiliar with the diseases of betel leaf will also be 

benefited. If farmers can detect diseases at an early stage, then it will also help to reduce 

the cost of cultivation. The use of fertilizer in cultivation will also be decreased. This 

research work will also help to increase the demand for betel leaf in the international 

market. 

 

The ministry of agriculture of Bangladesh and other countries can make collaborate with 

our models which will help them to increase the production of betel leaf.  Besides, the 

building of a large image dataset for betel leaf disease in the context of Bangladesh and 

other South Asian countries. One or more articles will be published in international 

conference proceedings or journals are based on this work. 
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1.5 Report Layout 

 

In this report, we proposed a CNN models to recognize the disease of betel leaf, it contains 

six parts which are given as below: 

 

Chapter 1: Introduction 

We explain the introduction of the research work with its motivation, objectives, and 

expected outcome in this chapter. 

 

Chapter 2: Background Study 

We discuss the literature review, research summary, the scope of the problem, and 

challenges in this chapter. 

 

Chapter 3: Research Methodology 

We address the workflow of this research, data collection procedure, implementation 

requirements in this chapter. 

 

Chapter 4: Experimental Results and Discussion 

We cover the result and experimental evaluation, the outcome of research graphically in 

this chapter. 

 

Chapter 5: Impact on Society, Environment, and Sustainability 

We explain how our research impacts society in this chapter. 

 

Chapter 6: Conclusion 

This chapter contains a summary of our research along with future work. 
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CHAPTER 2 

Background Study 

2.1 Introduction 

 

We will discuss the literature review, research summary, the scope of the problem, and the 

challenges we faced during this work in this chapter. We summarize some research papers 

related to our work, we explain underlying methods, classifiers, and accuracies of their 

works in the part of the literature review. We provide a table in the research summary part 

in which we display the summary of related works for better understanding easily. We 

explain how we can contribute to the problem with our CNN models in the scope of the 

problem part. In the challenges part, we discuss the obstacles we faced during our research 

work. 

 

2.2 Literature Review 

 

Many research work has been done in recognition related problems of various leaf diseases 

using the traditional machine learning approach. As far we know none have worked with 

deep learning to recognize betel vine leaf disease. However, a lot of researchers define their 

works in recognizing vegetable and fruit diseases, for example, carrots, broccoli, cabbage, 

junk fruit, mango, dragon, and so on. 

 

Tamilsankar et al. [8] have proposed a computer-aided disease identification approach for 

betel leaf. They have used a small dataset of 100 images. To remove they have used a 

median filter. For color transformation, they have used the CIELAB space model. To 

remove background images they have used watershed segmentation. To obtain gradient 

feature value histogram, they have used oriented gradients (HOG) techniques. Finally, the 

minimum distance classifier has been used to identify healthy or affected leaves and the 

type of their diseases. 
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To detect disease of betel vine leaf Jayanthi et al. [9] have also used HOG and multiclass 

SVM (support vector machine) classifiers and their classifier has achieved 95.85% 

accuracy. For pre-processing of images, they have used a median filter. The watershed 

algorithm has been used for image segmentation. They have conducted two different 

models, the color space model and the watershed transformation algorithm. The color space 

model achieved 82.35% accuracy. To analyze the performance of their work, they have 

used Sensitivity, specificity, accuracy. 

 

Dey et al. [10] have used only 12 samples. For the segmentation of betel vine leaf, they 

have implemented the Otsu thresholding-based image processing algorithm. To minimize 

the noise in the images HSV color space (hue, saturation, value) has been used. To analyze 

the performance of their classifier, they have used precision and recall. They have used a 

color feature to recognize affected or rotted leaves from healthy leaves. Their classifier 

does not show the result correctly as they have used a very small dataset. 

 

Vijayakumar et al. [11] have used ten sample leaves with digital image processing to 

recognize powdery mildew disease of betel leaf. They have used the mean and median 

values of images. They have conducted two experiments, in first they have used mean 

values and the median value has been used in the second experiment. They have used three 

types of leaves, and these are normal, fully infected, and test leaves. 

 

Whereas, Ramesh et al. [12] have proposed a clustering method to classify betel leaf 

disease.  They have converted RGB image into HSV format. For image segmentation, they 

have used the K-means cluster technique and for feature classification, HSV has been used. 

In their research work, they have not provided enough information about their experiment 

result and the performance of their approach. 

 

In another work, Sladojevic et al. [13], have used a deep neural network to recognize plant 

diseases using the classification of leaf images. OpenCV framework has been used to resize 
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images. They have used the image augmentation technique to get high accuracy by 

increasing the size of the dataset. In their research work, CaffeNet has been used as a pre-

trained model.  They have found that in overall accuracy fine-tuning has not shown 

remarkable changes but the augmentation process has shown notable changes and achieved 

a high accuracy of 96.3%. Their approach achieved precision between 91% and 98% in 

separate class tests. 

 

To classify diseases of the leaf, Ishak et al. [14] have used a feed-forward neural network. 

For the color transformation, they have used   HSV. Using color and shape of leaf images 

they have analyzed leaf diseases. For classification, a Back-propagation algorithm has been 

used. They have compared the performance of Multi-layer Perceptron (MLP) and Radial 

Basis Function (RBF) using 100 samples. The classifier of the neural network has achieved 

more accuracy and remarkable performance. In their research work, MLP achieved 94.05% 

and RBF achieved 99.1% of classification accuracy using 80 training and 20 test samples. 

 

To detect leaf disease, Sabro et al. [15] have computed texture feature vectors, correlation, 

contrast, energy, and homogeneity. They have achieved overall recognition accuracy of 

90.7% for tomato and 98% for eggplant. For plant disease recognition, they have proposed 

gray-level spatial dependence based feature extraction. For computing features, a gray level 

co-occurrence matrix (GLCM) has been used and for disease recognition, an adaptive 

neuro-fuzzy inference system classifier has been used. They have followed a hybrid 

method for learning purposes and have stopped execution when the root mean squared 

error (RMSE) reaches the minimum. In their research work, the GLSMPDR scheme with 

ANFIS classifier has shown significant recognition. 

 

In yet another work Yadav et al. [16], have used AlexNet for feature extraction. For feature 

selection and optimization, particle swarm optimization (PSO) has been used. They have 

extracted 34 optimal features from 100 features of 23 classes using particle swarm 

optimization. Accuracy, precision, F1-score, recall have been used for analyzing the 
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performance of their proposed classifier. SVM has been selected as a final classifier which 

achieved 97.39% of accuracy after analyzing the performance of four classifiers, XGBoost, 

SVM, Random Forest, and KNN. They have found that AlexNet training accuracy for 500 

and 1000 epochs are the same, 97.33%. 

 

Khan et al. [17] proposed a new pre-processing method, a novel binary segmentation 

method, and a new feature selection method for the detection and classification of leaf 

diseased spots and achieved 98.08% accuracy. For leaf disease classification, they have 

highlighted five stages. They have used VGG-19 and VGG-M for feature extraction based 

on local entropy, local standard deviation, and local interquartile range method most 

prominent features have selected. They have analyzed the performance of decision tree, 

cubic SVM, logistics regression, fine k-NN, neural network, ensemble subspace 

discriminant analysis multi-class SVM (M-SVM) and found that M-SVM has shown the 

best results. To check the performance of their proposed method, they have tested five 

affected leaves and achieved 98.08% in 10.52 seconds. 

 

Priyadharshini et al. [18] have proposed a CNN model for leaf disease classification and 

achieved 97.89% accuracy. For image pre-processing, they have used principal 

components analysis (PCA) whitening. They have analyzed the performance of different 

kernel sizes and found that 3×3 has shown better results. In their research work, based on 

LeNet architecture they have presented a classification method. LeNet deep network has 

been trained by the gradient-descent algorithm. They have used soft margin loss as a loss 

function. Different train - test ratio has been analyzed and 80 - 20 has provided better 

accuracy. 

 

Basavaiah et al. [19] have proposed multiple feature extraction techniques for leaf disease 

classification. Using decision tree classifier they have achieved 90% accuracy and have 

achieved 94% accuracy using random forest classifier. Color histograms have been 

extracted for color features, hu-moments has been extracted shape features, haralick 
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features has been extracted texture features.  They have employed texture analysis for 

classification purposes. Computational time has been reduced but they have achieved better 

accuracy compared to others. 

 

Goswami et al. [20] have compared different proposed methods for leaf disease 

classification. To improve accuracy, they have suggested extracting more features and 

using statistical analysis removing repeating features. They have also found that the back-

propagation neural network (BPNN) has achieved better accuracy than others. They have 

focused on some techniques for preprocessing, segmentation, feature extraction, and 

classification. 

 

For crop leaf recognition Miaomiao et al. [21] have proposed a series of automatic 

networks based on binary relevance (BR) multilabel learning algorithm. In their research, 

85.28% accuracy has been achieved by BR-CNN based on the light-weight NasNet but  

BR-CNN based on ResNet50 have achieved the best test accuracy of 86.70%. They have 

analyzed precision, recall, and F1-score to check the effectiveness of their proposed 

method. Their proposed network has been able to estimate crop disease severity also. They 

have found that BR-CNNs has performed better than LP-CNNs, MLP-CNNs. 

 

Khamparia et al. [22] have used a small dataset but to make images invariant to any 

transformations data augmentation has been used. They have minimized error using a 

backpropagation learning algorithm and to check the effectiveness of their proposed 

method they have used precision, recall, F1-score, and support. They have proposed a 

hybrid convolutional encoder network using CNNs. They have used different filter sizes. 

Using 2×2, they have achieved 97.50% accuracy but 100% accuracy has been achieved by 

3×3 convolution filter size. 

 

Nidhis et al. [23] have proposed a cluster-based leaf disease classification method, and for 

image segmentation, K-means clustering has been used. To detect diseases in images, they 
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have converted clustered images into binary images, and then point feature matching has 

been used. They have used the percentage of the affected area to find out the severity of 

the disease of the leaf. In their research to get clarity on the affected region of the leaf, they 

have derived the gray image from the RGB image. It also has helped them to extract size, 

color, proximity, and centroids. 

 

To segment spots in affected images, Chuanlei et al. [24] have used a region growing 

algorithm (RGA). The correlation-based feature selection method has been used in their 

research. To recognize leaf disease color, shape, and texture features have been used. To 

select useful features from images they have used RGA, GA-CFS, and SVM and have 

found that GA-CFS has shown better performance.  With the training set, the recognition 

rate is above 95% and with the testing set, they have achieved above 93% of accuracy. 

SVM has been used for disease recognition. 

 

Ramakrishnan et al. [25] have used the backpropagation algorithm to detect and classify 

leaf disease and have achieved 97.41 % accuracy. To increase the color component of the 

input RGB images, they have converted RGB images to HSV (Hue saturation value) color 

images to get. They have masked the green pixels and the color and texture feature has 

been extracted. Color imagery has been used for classification in their research. 

 

To extract color features, Ratnasari et al. [26] have used L*a*b* color space, and GLCM 

has been used for texture feature extraction. For classification, they have used an SVM 

classifier, and with an average 5.73 error severity estimation, they have achieved an 

accuracy of 80%. They have used energy, correlation, contrast, and homogeneity as GLCM 

texture features. With a low error severity estimation average their proposed model has 

resulted in high accuracy in identifying sugarcane leaf disease. They have found that wider 

lesion results in a higher severity estimation in severity estimation. 
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Agrawal et al. [27] have proposed used multiclass SVM classifier for detection of leaf 

disease. For segmentation of the affected area, they have used the K-means clustering 

technique. They have achieved an average of 90% accuracy using features from both L*a*b 

and HSI color model. Using only the L*a*b model for feature extraction, they have 

achieved an accuracy of 82.5% for healthy leaves. 

2.3 Research Summary 

Using data mining, machine learning, and deep learning various work of leaf disease 

detection, classification and recognition have been already done. The use of machine 

learning, deep learning has increased in various types of research work. In the literature 

review part, we have discussed several types of research works. We have found that no 

research work has been done for betel leaf disease recognition using deep learning. Some 

researchers have used traditional techniques for betel leaf disease recognition and they have 

used a few images. As a result, their proposed method is not compatible with recent 

technologies. We have also found that some researchers have achieved better accuracy 

using CNN for other leaf diseases. 

2.4 Scope of the Problem 

A common problem we have found after studying different related research works is huge 

images cannot proceed using their proposed method for betel vine disease recognition. To 

get a better model for recognition, we have to train it using a large dataset. They have used 

very few images for their proposed model. As a result, their proposed system will not work 

well with new test images. Recently a remarkable part of the researcher uses deep learning 

for recognition related problem and use a large dataset to train their model. Their model 

can work with modern technologies, it makes their research meaningful and helpful for 

ordinary people. Therefore, we decided to a model to leave disease recognition using deep 

learning. It will be compatible with recent technologies and ordinary people will be 

benefited from it. 
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2.5 Challenges 

We faced some problems, collecting images of betel leaf became a challenging task for us 

while doing our research work. During heavy rain, diseases of betel leaf are increased. So, 

we have collected images over the whole year. We have visited many places and have 

collected a lot of images. An image of betel leaf field is given below in Figure 2.1. 

We have focused on the dataset, as for a better model better dataset is the main ingredient. 

Symptoms of some diseases of betel leaf are quite the same as each other. It's very hard to 

separate them. We have to spend a couple of days to create a better dataset. 

During the training phase, we also faced some problems. We have used a large dataset and 

it took a long time to train. We also have changed the architecture of BLCNN many times 

to achieve high accuracy, which is also a challenging task for us. But finally, we have 

overcome all challenges and achieved high accuracy. Our CNN models has also shown 

significant performance with new images. Cultivation land of betel leaf is shown in below 

in Fig. 2.1. 

 

 

Fig 2.1: Cultivation land of betel leaf. 
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CHAPTER 3 

Research Methodology 

 

3.1 Introduction 

 

Establish a model that will be able to recognize the diseases of betel leaf correctly with less 

time is the main goal of this research. Helping people who are involved with betel leaf 

cultivation is another purpose of this research work. We have used CNN in this research. 

Besides, we have also used three pre-trained models. Fig. 3.1 shows the entire approach of 

our research work. 

 

 

Fig. 3.1: Block diagram of this research methodology 
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Block diagram illustrates the steps of working for this research work. Dataset is the key 

ingredient of any research work. Before collecting images, we deeply studied about 

diseases of betel leaf. After that, we collect images from various places. In this chapter, we 

discuss about disease description and the data collection procedure briefly. We are going 

to discuss all the theoretical information in this chapter. 

 

3.2 Disease description 

 

One of the crucial parts of our research work is disease study. It helps us to understand the 

effects on the leaf for various kinds of diseases of betel leaf easily. After the disease study, 

we found two common diseases of betel leaf in overall Bangladesh which are leaf rot and 

foot rot. 

 

Leaf rot is a common disease of betel leaf in Bangladesh as well as South Asia. Another 

name of leaf rot is anthracnose. Affected seeds spread this disease. In the rainy season, it 

affects most. It is also known as a leaf spot. It is also spread through the air. High humidity 

also helps this disease to spread within a short time. In the affected leaves, light to dark 

brown spots surrounded with diffuse chlorotic yellow halo is shown. Marginal leaf tissue 

becomes black after some days and it spreads to the center. After some days plat dies as 

these spots growing rapidly. It's a reason for the great financial loss of farmers. 

 

Another destructive fungal disease is foot rot. During the rainy season, it mostly occurs. 

To save from a great loss farmers need to burn all affected plants. In the leaf, Foot rot 

creates wet rot symptoms. The fungus can survive for a long time in affected plants and 

soil of the land. Quickly it damages the root system and then the plant dies. Within seven 

days, most of the plants die. In the betel leaf, the dark brown spot appears at the very 

beginning. The spot becomes wet after some days and then the affected area becomes rot. 

These two diseases make the farmer's life miserable for the whole year. Most of the farmers 

don't know well about the diseases, as a result, they can't take any proper action to reduce 
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loss. The images of foot rot, leaf rot, miscellaneous and healthy are shown in below Fig. 

3.2. 

 

 

 

Fig. 3.2:  Foot rot, leaf rot, miscellaneous and healthy leaf of betel. 
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3.3 Data Collection 

 

Data collection is the most challenging task for us. After the disease study, we have visited 

many places and collect images of betel leaf. We have collected images during the whole 

year to make a better dataset for our research work as weather change also affects the 

cultivation of betel leaf. During the rainy season, diseases of betel leaf increased rapidly. 

 

3.4 Dataset Description 

 

In our research, we have used a total of 9983 images of betel leaf, these are divided into 

four classes. Four classes are foot rot, leaf rot, miscellaneous, and healthy. Across all our 

processes, we have used color images. We have used 224 × 224 and 299 × 299 pixels 

images in our research work. Class-wise distribution of the collected dataset is shown in 

below in Table 3.1. 

 

Table 3.1:  The class-wise distribution of the collected images. 

 

Class Frequency 

Foot rot 2101 

Leaf rot 2787 

Miscellaneous 683 

Healthy 4412 

Total  9983 

 

 

Using Pillow, we have reshaped all images to 224 × 224, 299 × 299 and also decrease the 

quality of all images. Pillow is used for opening, manipulating, and saving many different 

image file formats. It is a free library of Python programming language. 
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3.5 Statistical Analysis 

 

We have collected a total of 9983 images of betel leaf from different places. We have 

collected 5571 images of the affected leaf and 4412 images of the healthy leaf. The number 

of affected and healthy images of betel leaf is shown below in Fig. 3.3. Among 5571 

affected images, 2101 are foot rot and 2787 are leaf rot affected images. The number of 

foot rot, leaf rot, miscellaneous, and healthy images of betel leaf is shown below in Fig. 

3.4. 

 

Fig. 3.3:  Percentage of affected and healthy images. 

 

 

Fig. 3.4: Percentage of foot rot, leaf rot, miscellaneous, and healthy images. 
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3.6 CNN Model for Disease Recognition 

 

CNN is arguably the most popular architecture of deep learning in recent times. The 

popularity of CNN is increasing day by day for its effectiveness and immense success. The 

interest in CNN started to grow after 2012 due to the introduction of AlexNet [28]. CNNs 

are widely used for image segmentation, image classification, and image recognition these 

days. The main reason behind using CNN is to process different types of data for example 

1D for signal data and time series, 2D for images or audio signals, and 3D for video [29]. 

CNN is now used everywhere. We have used CNN in our research for its effectiveness and 

better performance than other algorithms. Researchers now use CNN to solve various types 

of problems. On the other hand, CNN models can run on any device. This also makes them 

universally attractive, it performs parameter sharing and uses special convolution and 

pooling operations. CNN can achieve higher accuracy than others. CNN can reduce image 

dimension during feature extraction without losing features. 

 

Two significant parts of CNN are feature extraction and classification. A chain of 

convolution, pooling operations, and fully connected layers are utilized during the image 

classification. All processes of the feature extraction part are performed in convolution and 

pooling layers and classification is done in fully connected layers. Input images are passed 

through the convolutional layer for extracting features from the image [30]. To normalize 

the output of the neural network softmax is used for multiclass classification problems. 

CNN have three types of layers and these are input layer, hidden layers and output layer.  

 

In subsequent sections as below, the constituent layers of CNN are explained. 
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3.6.1 Convolutional layer 

 

A mathematical operation is performed in the convolutional layer which is known as 

convolution. It contains a set of independent filters. It is the main building block of CNN 

architecture. Each filter is convolved with the input image independently to obtain a feature 

map. The convolutions operation on an input map of 5 × 5 with a 3 × 3 filter, which creates 

a 3 × 3 feature map is shown below in Fig. 3.5. 

 

 

Fig. 3.5: Convolution operation of 3 × 3 filter on an input map of 5 × 5. 

Using the convolution of the input maps with filter and then adding a bias term, applying 

a nonlinear function later, an output feature map is created. The convolutions layer make 

CNN be a scaled variant. 

 

The activation function helps CNN to perform complicated tasks and make CNN capable 

of learning. It is a remarkable part of CNN. The summed weighted transformed into input 

into the activation of the node by activation functions. This function is also known as the 

transfer function. To determine output, active functions are applied to neural networks. 

Activation functions chose whether the information received by the neuron should be 

ignored or accepted. The rectified linear unit activation (ReLU) function is the most 

popular activation function which is used in various kind of research work. Besides ReLU, 

some other common active functions are sigmoid or logistic activation function, tanh or 
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hyperbolic tangent activation function. ReLU gives more advantage than other types of 

activation functions as it does not activate all the neurons at a time. CNN can easily back 

propagate the errors using ReLU as it is a nonlinear function. The weights are not updated 

and the gradient is zero for negative inputs during backpropagation, dead neurons never be 

activated for this. ReLU is shown below in Fig. 3.6. 

 

 

Fig. 3.6: ReLU operation. 

 

3.6.2 Polling layers 

 

Another building block of CNN is the pooling layer which operates on each feature map 

independently. In a neural network, the pooling layer reduces the spatial size of the 

representation to reduce the number of parameters and computations. The pooling layer is 

inserted between two successive convolution layers to control overfitting. Pooling 

operation resizes spatially of every layer of the input. These layers provide an approach for 

downsampling feature maps using summarization of the presence of features in patches of 

the feature map. Various types of spatial pooling are commonly used such as max, min, 

sum, average, etc. We have used three MaxPooling2D layers in our research. From the 
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region of the feature map, it selects the maximum element covered by the filter. From the 

previous feature map, the output of this layer contains the most prominent features. 

A matrix of size 4 × 4 is used as initial input and a matrix size of 2 × 2 represents a filter 

that will run over the initial input is shown below in Fig. 3.7. 

 

 

Fig. 3.7: Max polling operation with 2 × 2 filters and stride 2. 

 

3.6.3 Fully connected layers 

 

Fully connected layers are the last few layers in most CNN architecture. To classify the 

features the output of the max pooling layer is fed into the classifier in fully connected 

layers. The feed forward neural network is the second most time-consuming layer which is 

a series of fully connected layers of the neural network. Every neuron in the current layer 

is connected to every neuron in the previous layer in the fully connected layers. In the last 

fully connected layer, the number of classes to be predicted is equal to the number of 

neurons.  A number of these layers are needed to cover the CNN architecture. From 

convolution layers and subsampling layers, a fully connected layer combines all the 

features extracted. In a feed forward neural network using high level features of the 

convolution layer, the image flattens into a column vector. The dropout is a simple way to 

prevent the neural network from overfitting.  In a neural network, dropout means to drop 

out both hidden and visible units. Dropout has been used in the fully connected layer to 

prevent overfitting in our research. To reduce overfitting, it offers an effective 

regularization method and also improves generalization error in CNN. The final fully 
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connected layer uses a softmax activation function, it is a more generalized logistic 

activation function for multiclass classification in CNNs. This function classifies the object 

using probability within the value of 0 and 1. In Fig. 3.8 shown below, the left network is 

original, and the right network is a dropped out neural network. 

 

 

Fig. 3.8: Original and dropped out neural network. 

 

3.6.4 Learning algorithm 

 

In the first convolution layer curves, edges, corners, lines, and other low-level features are 

extracted. In the next level of convolutions layers, global features are learned. CNN learns 

features using back-propagation which is a training process. The four distinct sections of 

the back-propagation learning algorithm are forward pass, loss function, backward pass, 

and weight update. During the forward pass, CNN takes the training images and passes 

images through the whole network. Firstly randomly all the weights or filter values are 

initialized. In the first convolution layer, CNN is not able to investigate the low-level 

features. So in the classification, CNN can't take any proper decision. To update the weights 

of the neural network, calculation of the gradients is done by a loss function. Some 

commonly use loss functions are categorical crossentropy, binary crossentropy, sparse 

categorical crossentropy, and mean squared error. The loss will be very high for the first 

few training images. To make CNN able to predict the true label, the amount of loss is 

minimized. To find out which inputs most directly contribute to the loss of the network, a 

backward pass is needed to be performed through the network. In CNN over the full 

training set, the stochastic gradient descent is used to overcome the high cost of running 
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backpropagation. Until the loss function reaches a threshold, the process of the forward 

pass, backward pass, loss function, and weight update is repeated. The network has trained 

well enough as the weights of layers are tuned correctly. 

 

3.7 Implementation Requirements 

 

To capture images of betel leaf, we have used the camera of a smartphone. After then, we 

have used Jupyter Notebook to resize and decrease the quality of images. Due to limitations 

of RAM, we have decreased the quality of images. We store our image dataset in Google 

Drive. We train our CNN models using Google Colab. We have used Python 3.8 in our 

research work. 

 

3.8 Performance Metrics 

 

To evaluate the recognition performance of proposed models, we have used a confusion 

matrix and accuracy. 

Accuracy for finding average recognition performance of proposed models, 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

Precision, recall, f1-score, and accuracy for finding recognition performance of each class 

of dataset, 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

TP = True positive, TN = True negative, FP = False positive, FN = False negative 
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CHAPTER 4 

Experimental Results and Discussion 

 

4.1 Introduction 

 

During the whole year, we have collected images of betel leaf from a different place. We 

have used cloud-based storage to store our dataset and model. We have also used a cloud-

based notebook to train our model. In our research, we have used CNN to establish a model 

that will be able to recognize diseases of betel leaf. We have achieved a good accuracy 

using our proposed CNN model named Betel Leaf Convolutional Neural Network 

(BLCNN). Besides BLCNN, we have used three pre-trained models. We have used 

VGG16, Inception v3 and EfficientNet B0. In this research work, EfficientNet B0 has 

performed better than other pre-trained models. During our research, we deeply focused on 

our dataset to create a better model. In this chapter, we are going to describe our experiment 

result briefly. 

 

4.2 Experimental Results & Analysis 

 

Using a dataset of 9983 images with four different classes, the research is carried out. We 

have used Google Colab to train our models. We have used 3 × 3 convolutional filter in 

every models in this research. In the below sections, from 4.2.1 to 4.2.4, we have discussed 

briefly all models with related information.  

 

4.2.1 BLCNN 

 

Before using the pre-trained models, we have deeply focused on building a new CNN 

model for this research. After 200 epochs, the proposed BLCNN has achieved 90.75% 

training accuracy and 89.44% test accuracy. The input image size of BLCNN is  
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224 × 224 pixels. To control the learning rate we have used dropout and 

ReduceLROnPlateau callback with a lower bound of 0.00001 on the learning rate. In this 

model, we have used sparse categorical crossentropy as a loss function and stochastic 

gradient descent (sgd) as an optimizer. Using the confusion matrix module of scikit-learn, 

we have generated a confusion matrix of the proposed BLCNN. Confusion matrix of 

proposed BLCNN is shown in below Table 4.1. 

 

Table 4.1: Confusion matrix of proposed BLCNN. 

 

Actual 

Class 

Predicated Class  

Foot rot Healthy Leaf rot Miscellaneous Support 

Foot rot 171 8 9 3 191 

Healthy 13 371 7 9 400 

Leaf rot 9 14 221 6 250 

Miscellaneous 6 7 4 42 59 

 

 

The confusion matrix represents the effectiveness of our proposed BLCNN without using 

any pre-trained model. Class-wise classification performance of BLCNN is shown in 

below Table 4.2. 

 

Table 4.2: Class-wise classification performance of proposed BLCNN. 

 

Class  Precision 

(%) 

Recall 

(%) 

F1-score Accuracy 

(%) 

Foot rot 89.52 85.92 0.87 94.67 

Healthy 92.75 92.75 0.92 93.56 

Leaf rot 88.40 91.70 0.90 94.56 

Miscellaneous 71.18 70.00 0.71 96.11 
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The plot graph of the proposed CNN is shown below in Fig. 4.1. 

 

Fig. 4.1: Plot of proposed BLCNN graph. 
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BLCNN has used total 6,516,100 params with zero non-trainable params. We have given 

a model summary of our proposed BLCNN below in Fig 4.2. 

 

 

 

Fig 4.2: Model summary of proposed BLCNN. 
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Accuracy and loss of both training and validation of BLCNN are shown below in Fig. 4.3 

and Fig. 4.4. 

 

 

Fig. 4.3: Training accuracy vs. validation accuracy of BLCNN. 

 

 

Fig. 4.4: Training loss vs. validation loss of BLCNN. 
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4.2.2 VGG16 

 

VGG16 is a CNN architecture that has won ILSVRC-2014, it has 138 M (approx) 

parameters. Its input layer takes images with 224 × 224 pixels and it has 16 layers. This 

model trained with 14 million images using NVIDIA Titan Black GPU’s. VGG16 model 

is proposed by K. Simonyan and A. Zissermantrained. With stride 1, this architecture has 

used 3 × 3 filters in all convolution layers. It has used 3 fully connected layers, the first 

two with ReLu activation function and the last one with Softmax. VGG16 architecture map 

is shown below in Fig. 4.5. 

 

 

Fig. 4.5: Architecture map of VGG16. 

 

After 200 epochs using VGG16, we have achieved 93.02% training accuracy and 92.78% 

test accuracy. Confusion matrix of modified VGG16 is shown in below Table 4.3. 

 

Table 4.3: Confusion matrix of proposed VGG16. 

 

Predicated 

Class 

Actual Class  

Foot rot Healthy Leaf rot Miscellaneous Support 

Foot rot 174 5 11 1 191 

Healthy 11 383 4 2 400 

Leaf rot 3 9 233 5 250 

Miscellaneous 6 4 4 45 59 
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Modified VGG16 has also shown satisfactory performance in classifying images of all 

classes. Class-wise classification performance of modified VGG16 is shown in below 

Table 4.4. 

 

Table 4.4: Class-wise classification performance of VGG16. 

 

Class  Precision 

(%) 

Recall 

(%) 

F1-score Accuracy (%) 

Foot rot 91.10 89.69 0.90 95.88 

Healthy 95.75 95.51 0.95 96.11 

Leaf rot 93.20 92.46 0.93 96.00 

Miscellaneous 76.27 84.91 0.80 97.56 

 

 

The last layer of VGG16 contains 4097000 parameters, and the output shape is (None, 

1000). To use this pre-trained model, we have removed the last layer from VGG16 and add 

a dense layer. Output of the last layer of this modified VGG16 is (None, 4), this layer 

contains 16388 parameters. Last three fully connected layers of modified VGG16 is shown 

in below Fig. 4.6. 

 

 

 

Fig. 4.6: Last three fully connected layers of modified VGG16. 
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Accuracy and loss of both training and validation of modified VGG16 are shown below 

in Fig. 4.7 and Fig. 4.8. 

 

 

 

Fig. 4.7: Training accuracy vs. validation accuracy of modified VGG16. 

 

 

 

Fig. 4.8: Training loss vs. validation loss of modified VGG16. 
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4.2.3 Inception V3 

 

Inception V3 is a CNN architecture, it is widely used in the field of image recognition for 

its efficiency. Before work with Inception V3, we have resized all images to 299 × 299 

pixels. Inception V3 contains a total of 42 layers and the output of the last layer is (None, 

8, 8, 2048). It was developed by Google and the idea of factorization is introduced here. 

The softmax activation function is used in its last layer. It can reduce the number of 

connections and parameters of the network without reducing efficiency. Schematic 

representation of modified Inception V3 is shown in below Fig. 4.9. 

 

 

Fig 4.9: Schematic representation of modified Inception V3. 

 

We have modified this Inception V3 architecture. We have added this model as a base 

model in one layer. After this layer, we have added three new layers. The last layer of this 

modified architecture is a dense layer and its output shape is (None, 4). Using this modified 

pre-trained model, we have achieved 95.18% training accuracy and 94.55% test accuracy 

with 200 epochs. Training accuracy is increased by 2.16% and test accuracy is increased 
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by 1.77% after using Inception V3. Confusion matrix of modified Inception V3 is shown 

in below Table 4.5. 

 

Table 4.5: Confusion matrix of modified Inception V3. 

 

Predicated 

Class 

Actual Class  

Foot rot Healthy Leaf rot Miscellaneous Support 

Foot rot 178 2 7 4 191 

Healthy 8 387 5 0 400 

Leaf rot 5 4 238 3 250 

Miscellaneous 2 6 3 48 59 

 

 

Modified Inception has shown better performance in classifying images of all classes than 

modified VGG16. Class-wise classification performance of modified Inception V3 is 

shown in below Table 4.6. 

 

Table 4.6: Class-wise classification performance of modified Inception V3. 

 

Class  Precision 

(%) 

Recall 

(%) 

F1-score Accuracy (%) 

Foot rot 93.19 92.23 0.93 96.88 

Healthy 96.75 96.99 0.97 97.22 

Leaf rot 95.20 94.07 0.95 97.00 

Miscellaneous 81.36 87.27 0.84 98.00 

 

The last layer of modified Inception V3 contains 8196 parameters. Before this dense layer, 

one global average pooling layer, and one dropout has added. Before these three layers, we 

have added the Inception V3 model as a layer, this layer contains 21802784 parameters. 
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Model summary of modified Inception V3 is shown below in Fig. 4.10. 

 

 

 

Fig 4.10: Summary of modified Inception V3. 
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Accuracy and loss of both training and validation of modified Inception V3 are shown 

below in Fig. 4.11 and Fig. 4.12. 

 

 

 

Fig. 4.11: Training accuracy vs. validation accuracy of modified Inception V3. 

 

 

 

Fig. 4.12: Training loss vs. validation loss of modified Inception V3. 



37 

©Daffodil International University 

4.2.4 EfficientNet B0 

 

EfficientNet is a group of CNN models, this group contains a total of 8 models. These are 

B0, B1, B2, B3, B4, B5, B6, and B7. In this research, we have used the B0 model of 

EfficientNet. This has achieved 84.4% accuracy in the ImageNet classification problem 

with 66 M parameters. Instead of ReLU, EfficientNet uses a new activation function known 

as Swish. Based on inverted bottleneck residual blocks of MobileNetV2, the base of the 

EfficientNet B0 network is developed. The modified architecture of EfficientNet B0 is 

shown is below in Fig. 4.13. 

 

 

 

Fig. 4.13: The modified architecture of EfficientNet B0 used in this work. 
 

 

The output of the last layer of EfficientNet B0 is (None, 1000) with 1281000. We have 

added two more with this pre-trained model. We have added a dropout layer and a dense 

layer. After this, the output of the last layer is (None, 4) with 4004 params. We have used 

224 × 224 pixels images as the input image. This modified EfficientNet B0 architecture 

has shown satisfactory performance in this research. In every class, it has achieved a 

remarkable accuracy than BLCNN and other pre-trained models. The previous 3 models 

haven't performed well in recognizing miscellaneous class images. But this model has 

achieved good accuracy in this class. We have achieved 97.24% training accuracy and 
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96.77% test accuracy after 200 epochs. The training accuracy is increased by 2.06% and 

test accuracy is increased by 2.22% using this model B0 model of EfficientNet. The 

confusion matrix of this model represents its efficiency in recognizing images. 

 

Confusion matrix of modified EfficientNet B0 architecture is shown in below Table 4.7. 

 

Table 4.7: Confusion matrix of modified EfficientNet B0 architecture. 

 

Predicated 

Class 

Actual Class  

Foot rot Healthy Leaf rot Miscellaneous Support 

Foot rot 184 2 4 1 191 

Healthy 5 392 2 1 400 

Leaf rot 3 2 243 2 250 

Miscellaneous 4 2 1 52 59 

 

 

Modified EfficientNet B0 has shown well performance in classifying images of all classes 

than other models. Class-wise classification performance of modified EfficientNet B0 is 

shown in below Table 4.8. 

 

Table 4.8: Class-wise classification performance of modified EfficientNet B0. 

 

Class  Precision 

(%) 

Recall 

(%) 

F1-score Accuracy (%) 

Foot rot 96.34 93.88 0.95 97.89 

Healthy 98.00 98.49 0.98 98.44 

Leaf rot 97.20 97.20 0.97 98.45 

Miscellaneous 88.14 92.86 0.90 98.78 
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This modified EfficientNet B0 has given the best performance than BLCNN and the other 

two pre-trained models. The performance of BLCNN is also satisfying us in recognizing 

unknown images. The inverted bottleneck MBConv is the main building of EfficientNet. 

It is first conducted in MobileNetV2. After modifying EfficientNet B0, the number of the 

total parameters is 5,334,575. Among these 4,004 are trainable parameters and 5,330,571 

are non-trainable parameters. 

Model summary of modified EfficientNet B0 is shown below in Fig. 4.14. 

 

 

 
 

 
Fig. 4.14: Model summary of modified EfficientNet B0 architecture. 
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Accuracy and loss of both training and validation of modified EfficientNet B0 are shown 

below in Fig. 4.15 and Fig. 4.16. 

 

 
 

Fig. 4.15: Training accuracy vs. validation accuracy of modified EfficientNet B0. 

 

 

 

 
 

 

Fig. 4.16: Training loss vs. validation loss of modified EfficientNet B0. 
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4.3 Comparative Analysis 

 

We have used two different size input images in this research. We have given input image 

size with total numbers of parameters of four models below in Table 4.9. 

 

Table 4.9: The default input image sizes and number of total parameters of four models. 

 

Model name Image size Number of total parameters 

BLCNN 224 × 224 6,516,100 

VGG16 224 × 224 134,276,932 

Inception V3 299 × 299 21,810,980 

EfficientNet B0 224 × 224 5,334,575 

 

EfficientNet B0 has shown the best performance than other models. The training and test 

accuracy of different models is shown below in Table 4.10. 

 

Table 4.10: The performance of four different models. 

 

Model name Number of 

epochs 

Training 

accuracy (%) 

Test 

accuracy (%) 

BLCNN 200 90.75 89.44 

VGG16 200 93.02 92.78 

Inception V3 200 95.18 94.55 

EfficientNet B0 200 97.24 96.77 

 

 

During this research, we have found that all models have done well in recognizing images 

of all class. 

 

 



42 

©Daffodil International University 

Class-wise performance of different models is shown in below Table 4.11. 

 

Table 4.11: Class-wise performance of four models. 

 

Class name Model name 

BLCNN 

(%) 

VGG16 

(%) 

Inception V3 

(%) 

EfficientNet B0 

(%) 

Foot rot 94.67 95.88 96.88 97.89 

Healthy 93.56 96.11 97.22 98.44 

Leaf rot 94.56 96.00 97.00 98.45 

Miscellaneous 96.11 97.56 98.00 98.78 

 

We have compared our research work with others also.  Table 4.12 shows the comparative 

performances of all methods related to our work. We have used a large image dataset, 

which helps us to achieve high accuracy. 

 

Table 4.12: Comparative performances among different works on betel leaves. 

 

Work 

Done 

 

Mode of 

Solution 

Size 

of 

Dataset 

Segmentation 

Algorithm 

Classification 

Status 
Classifier Accuracy 

BLCNN 

(This work) 

Deep 

learning 
9983 CNN √ CNN 

90.75 

VGG16 

(This work) 

Deep 

learning 
9983 CNN √ CNN 

93.02 

Inception 

V3 

(This work) 

Deep 

learning 9983 CNN √ CNN 

 

95.18 
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EfficientNet 

B0 

(This work) 

Deep 

learning 9983 CNN √ CNN 

97.24 

Tamilsankar 

et al. [8] 

Image 

processing 100 

Watershed 

transformation 

algorithm 

√ 

Minimum 

Distance 

Classifier 

NM1 

 

Jayanthi et 

al. [9] 

 

Image 

processing 

 

 

NM 

L*a*b* color 

space model, 

watershed 

transformation 

algorithm 

√ 
Multiclass 

SVM 
95.85% 

Dey et al. 

[10] 

Image 

processing 

and 

traditional 

machine 

learning 

12 
Otsu 

thresholding 
× NA1 NA 

Ramesh et 

al. [12] 

Image 

processing 
NA 

K-means 

clustering 
√ 

Fuzzy 

classifier 
NM 

 

 

1NM: Not Mentioned. 

2NA: Not Applicable. 
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We have visualized the performance of four models with every class using two bar plots 

below, in Fig. 4.17 and Fig. 4.18. 

 

Fig. 4.17: Performance of four models in foot rot and healthy class. 

 

Fig. 4.18: Performance of four models in leaf rot and miscellaneous class. 
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In below, Fig. 4.19 shows the training and test accuracy of each model. 

 

Fig. 4.19: The training and test accuracy of each model. 

 

4.4 Discussion 

 

In this section, we explain the performance of our proposed CNN models using the 

accuracy and confusion matrix. The confusion matrix shows the effectiveness of our 

proposed CNN models to recognize diseases separately. Using the model summary and 

different graphs of four models, we have explained the proposed BLCNN and the other 

three pre-trained models. Proposed BLCNN has achieved 90.75% training accuracy and 

89.44% test accuracy. But EfficientNet B0 has performed better in recognizing images 

of all classes. The training accuracy of modified EfficientNet B0 is 97.24% and test 

accuracy is 96.77%. The other two pre-trained models also have performed well and 

achieved high accuracy. 
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CHAPTER 5 

Impact on Society, Environment, and Sustainability 

 

5.1 Impact on Society 

 

One of the main goal of this research is to enhance financial condition of people who 

involved with betel leaf cultivation. Farmers of Bangladesh, as well as other countries of 

South Asia, are unfamiliar with modern technologies of agriculture. For this reason, they 

face financial loss most of the time. Plants of betel are very sensitive, so the cultivation 

of betel leaf is not an easy task. To earn a good profit, farmers need to depend on their 

luck. The disease of betel leaf makes farmer life miserable. Our research will help farmers 

to recognize betel leaf diseases at an early stage. Then they will be able to take action to 

control disease and ensure their profit. In this way, our research will help farmers to 

financially benefit. This disease recognition system will also help to ensure quality 

production. We have trained the CNN models with a better image dataset and achieved 

high accuracy. CNN is compatible with modern technologies, the model can be easily 

deployed on any platform. So, farmers or ordinary people who have not enough 

knowledge about betel leaf diseases will be benefited from our research. So, this research 

has a great impact on society. 

 

5.2 Impact on Environment 

 

To control the diseases of betel leaf farmers use different types of fertilizers. Fertilizers 

are a great threat to the environment. These fertilizers pollution water, air, and solid of 

nearby lands. Large numbers of farmers are earned their livelihood from betel leaf 
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cultivation. As a result, the use of fertilizers in this cultivation is growing day by day. 

But fertilizers can't fully control the diseases. This increases the cost of cultivation. To 

solve this problem, farmers need to recognize diseases at an early stage and then take 

proper steps to control diseases. This will decrease the use of fertilizer and increase the 

profit of betel leaf cultivation. So, our research has a great impact on the environment 

also. Our proposed CNN models can recognize diseases of betel leaf correctly. These 

CNN models can be used in any type of smart software. Using smart software based on 

this model people will be able to recognize diseases at an early stage. This will decrease 

the use of fertilizer and save our society from being polluted. 

 

5.3 Sustainability Plan 

 

The mission of our research is to help farmers to recognize betel leaf diseases at an early 

stage. Ministry of Agriculture and other organizations involved with agriculture can use 

this model to speed up their work. From our research farmers will be benefited 

financially, it will also impact the national economy as demands for betel leaf is growing 

rapidly in both local and foreign markets. 
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CHAPTER 6 

Summary, Conclusion, Recommendation, And 

Implication for Future Research 

 

6.1 Summary of the Study 

 

In this research work, we have used deep learning to recognize betel leaf diseases. This 

work is divided into several parts such as Disease study, Image collection, 

Implementation of methodology, and Evaluation of experiment. We have collected 

images from different places during the whole year and then made an image dataset for 

our research. Using Jupyter Notebook, we have resized all images and also increase the 

quality of images. After reviewing different related research work, we have decided to 

use CNN in our research. CNN is compatible with modern technologies which is one of 

the main of using CNN. We train our CNN models using Google Colab. Our proposed 

BLCNN has achieved a good accuracy without using pre-trained model. To improve the 

ability of recognition, we have also used three pre-trained models. The EfficientNet B0 

model has performed better than other models. After comparing with related research, 

we found that our CNN models is more efficient than others. These CNN models has 

shown a satisfactory performance with new images. 

 

6.2 Limitations and Conclusions 

 

In this research, we establish an efficient CNN model to recognize betel leaf diseases 

using EfficientNet B0. This model can recognize betel leaf diseases correctly, but we 
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have some limitations also. After visiting many places we found two common diseases 

only. We have used only two diseases of betel leaf in our research work. Without two 

diseases, this model will not be able to recognize other diseases. In this research, we 

proposed a new approach for recognizing diseases of betel leaf using CNN. CNN is very 

popular in various fields of research. We have evaluated the performance of our CNN 

models, which is very satisfactory. This CNN models works very well with new test 

images. This model also shows its efficiency in recognizing each class separately. We 

deeply focused on our dataset and created a better dataset for research. Our research will 

help farmers who involved with betel leaf cultivation. It will enhance their financial 

condition by ensuring the quality of betel leaf. In local and foreign markets, demands for 

betel leaf is increasing incredibly for various use of this leaf. This research has a great 

impact on society and the environment. Using this research Ministry of Agriculture and 

other organizations can change the economic condition of farmers and ensure quality 

production of betel leaf. 

 

6.3 Implication for Further Study 

 

The use of AI-based systems makes our daily life easier than before. AI transforms 

everything like electricity. We want to deploy our CNN models in an android application. 

Users of the smartphone and internet are increasing day by day. A user-friendly mobile 

application with attractive GUIs will be very helpful for ordinary people and farmers. 

Now our CNN models can recognize images of two diseases. In the future, we will 

increase the number of diseases. A more robust dataset will be created in future studies. 

We will also focus on the accuracy of our BLCNN model in the future. We want to 

publish a model as a pre-trained model for other leaf diseases. With the help of the 

Ministry of Agriculture, the model can be made larger and taken forward. 
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APPENDICES 

Abbreviation 

K-NN = K-nearest neighbors 

GA = Genetic Algorithm  

CFS = Correlation based Feature Selection 

M = Million 

Approx = approximate 

 

Appendix: Research Reflections 

At the very beginning, I have little idea about machine learning, deep learning, and 

recognition techniques. My supervisor is very kind and sincere. He helped me a lot and 

gave valuable guidance from the very beginning. During the whole time of research, we 

learned many things such as the procedure of making a better dataset, how to design a 

CNN models, and how to overcome overfitting. Finally, by doing this research, I have 

gained knowledge about different algorithms of machine learning and deep learning, this 

research also inspired me to do more in the future. 
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