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ABSTRACT 

 

In recent times, it has occurred to us that county borders are now more deadly with security 

flaws. There are millions of stuff being smuggled in and out, neighbour countries security 

forces having many ways to advance with gunning down people and entering the border 

area, seizing people and extortion. That's why it’s our effort to detect forces with a faster 

image processing method so the security personnel can use it to their benefit. Object 

detection in modern computer science has developed quite a lot in recent years. With the 

development of neural network algorithms, some notable of them are CNN, RCNN, and 

faster-RCNN algorithms. Our motive was to develop a real-time object detection system 

which can be used at the country border to help detect targets in order to increase security. 

That's why we used the YOLO (you only look once) algorithm to train and test out data. 

The YOLO algorithm takes a different approach in order to detect objects faster.  In this 

research project, we trained raw data in YOLO and SSD (Single shot multibox detector) 

and compared their advantages and disadvantages for having a real-time level of detection 

and accuracy. This detection scheme can be applied in surveillance systems such as 

cameras, drones and video surveillance, which will require cloud and server-based 

processing in object detection Application Programming Interface. we’re hopeful that This 

research project could be one of the early steps to increase border area security.  
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CHAPTER 1 

Introduction 

 

 

Application of computer technology in the modern-day security system is being applied 

in a large number of fields. It is our effort to find out which way we have to apply in 

border security. The whole process has been done in the field of object detection applying 

machine learning processes and algorithms.  

 

 

1.1 Motivation 

 

There have been many object detection methods developed over the decade. So being 

properly aware of that we looked for a method which can produce real-time detection 

systems in the border area with a modest amount of frame rate and accuracy. The 

Motivation Behind this work is by observing the security issues in Border areas that need 

to be equipped with better models to work with. That’s why it is our effort to test better 

models being one of the first steps to progress the surveillance systems in those areas 

 

1.2 Objectives 

 

The core objective of this project is to find out the ways to Implement popular object 

detection methods, evaluate them, compare them and find out their prediction accuracy. 

That includes manually crafted training datasets and training them in both You Only 

Look Once (YOLOv4) and Single Shot Multibox Detector (SSD) algorithm based 

models. Also, Monitoring Frame rates, detection numbers and Min-max confidence falls 

under objectives    
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1.3        Expected Outcome 

 

The outcome of this whole project is to be a facilitating factor in any Country border 

Security especially in a conflicting area or simply in surveillance in general. we expect to 

have at least 30 frames reach to have real-time detection. We also take at least 70% of 

classification accuracy and 60% accuracy in confusion matrix calculation.  

 

 

CHAPTER 2 

Literature Review 

This has been at least two decades where object detection algorithms are apparent in 

applications. Our purpose is to use neural network algorithms for object detection in a 

certain way which is faster and usable in real-time. The trick is to use neural networks in 

a forward propagation pass through neural networks to detect objects faster performing 

instant bounding box application. This whole process is done in a faster-RCNN based 

algorithm called YOLOv4 and modified TensorFlow API based SSD models.  

 

2.1       Related Works 

There are three main object detection methods that you can find when it comes to deep 

learning-based object detection,  CNN’s are one of the first deep learning-based object 

detectors and are an example of a two-stage detector. The Standard R-CNN Method 

typically brings a slow result and becomes problematic when it comes to end-to-end 

object detection. That’s when it comes to YOLO and SSD to help increase speed which is 

renowned for detecting objects in one stage. In Bochkovsky et al, deliver a quicker, state-

of-the-art detector (FPS) and more accurate (MS COCO AP50...95 and AP50) than all the 

alternative detectors available. 
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2.2  Object detection 

Deep learning-based object detection has developed in recent years facing to solve the 

problems of all the stages of generic object detection which can be identified as 

Informative region selection, feature extraction and classification 

 

2.2.1  Informative region selection  

The problem with informative region selection is it applies an exhaustive amount of 

sliding windows because of a large number of candidate windows which results in too 

many redundant windows. but if only a few numbers of sling windows applied it can 

result in unnecessary regions  

 

2.2.2  Feature Extraction  

It is required to extract visual features from an image to provide a visual representation. 

SIFT, HOG, and Haar-like features can be taken as an example. These features can work 

with convolutional neural networks and help detect a different class of objects in diverse 

groups. but it is difficult to make a sturdy feature extractor which can perfectly describe 

all kinds of objects  

 

2.2.3  Classification  

A classifier is required to distinguish between a target object and other categories. It is 

also required to make the depiction of objects hierarchical, semantic, and more revealing. 

There are some popular choices of classifiers in object detections which are AdaBoost, 

Support Vector Machine (SVM), and Deformable part-based model (DPM).  DPM offers 

a graphical model, good low-level designed features and for a variety of classes in objects 

a high precision part-based model. 
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2.3  Convolutional neural network  

The convolutional neural network requires multiple layers to function firstly as an input 

layer and a minimum of one hidden layer and an output layer. the layers perform 

detections such as shapes, edges and colours. The hidden convoluted layers act as filters 

that transform the input in certain patterns which often are referred to as pooling layers 

that work in different layers to detect a certain object. The more the layer increases it 

lessens the pooling size leading towards the correct detection output.  

 

 

 
 

Figure 2.1: Convolutional layers 

 

 

2.3.1  Regional Convolutional neural network 

 
R-CNN models first select several proposed regions from an image (anchor boxes can be 

used for such selection procedure) and then label their categories and bounding boxes. 

Then, CNN is used to perform forward computation that extracts features from every 

proposed area. Then we use the features computed from each proposed region to predict 

their categories and bounding boxes.  
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Figure 2.2: Regions with CNN Features  

 

What Regional Neural Network does differently from traditional Neural Network is it 

creates a certain amount of Bounding boxes based on a limited number of proposed 

regions (about 2000) they become generated using selective search algorithms. 

Convolutional neural networks act as a feature extractor and generate convolution layers 

which are later fed into the Support Vector Machine (SVM) to classify the object to the 

target region proposal. Then It proceeds into creating bounding boxes and makes some 

necessary adjustments.  

 

 
 

Figure 2.3:Convolutional  layer to SVM 

 

 

2.3.2  Fast Regional Convolutional Neural Network 
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One major bottleneck R-CNN exhibits that the model needs to independently extract 

features for each proposed area. If a high degree of overlap is present among the regions, 

which is most often the case, repetitive computations are performed in a large number in 

the process of independent feature extraction. Fast R-CNN improves the bottleneck, by 

only performing CNN forward computation on the image as a whole. 

 

 

 

2.3.3  Faster Regional Convolutional Neural Network 

 
To get accurate object detection results, Fast R-CNN generally requires that many 

proposed regions work in detective search. Faster R-CNN uses a region proposal network 

to replace the selective search procedure. This reduces the number of proposed region 

generation while ensuring precise object detection. 

 

 

 

2.3.4  You Only Look Once (YOLO) 
 

YOLO is an object detection algorithm where a single coevolutionary network predicts 

bounding boxes and class probabilities for these boxes. It's working in the following way. 

It takes an image and splits it into an SxS grid, inside each grid It takes m bounding 

boxes. For each bounding box, the network outputs the probability class and the 

bounding box offset values. After having the class likelihood above the threshold value, 

the selected bounding boxes are selected and used to locate the object within the image. 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 2.4: YOLO bounding boxes 
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2.3.5  Single Shot Multibox Detector 

 
This is a system for police investigation and classifying objects in pictures or videos 

employing a single deep neural network. It's known as SSD as a result of its discreet 

output area of bounding boxes in an exceeding assortment of default boxes over 

completely different facet ratios and scales per operate map position. At the time of 

prediction, the network generates scores for the inclusion of every kind of object in each 

default box and creates changes to the box to best match the form of the thing. 

Additionally, the network incorporates projections from many feature maps with 

completely different resolutions to naturally manage artefacts of various sizes. SSD is 

just relative to strategies that need object proposals as a result of it removes proposal 

generation and future component or operate re-sampling stages and encapsulates all 

computation in an exceedingly single network. This makes SSD easy to train and easy to 

incorporate into systems that require the detection component. Experimental findings on 

the PASCAL VOC, COCO, and ILSVRC datasets confirm that SSD has competitive 

accuracy in methods that use an additional object proposal stage and is much quicker by 

offering a single context for both training and inference. For 300 × 300 inputs, SSD 

achieved 74.3 per cent of mAP1 on the VOC2007 test at 59 FPS on the Nvidia Titan X 

and for 512 × 512 inputs, SSD achieved 76.9 per cent of mAP, outperforming a 

comparable state-of-the-art Faster R-CNN model. Compared to other single-stage 

approaches, SSD is much more accurate even with smaller input image sizes. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.5: SSD detection layers 

 



©Daffodil International University   16 

 

CHAPTER 3  

    Problems  

 

Since we are venturing into the Non-Deterministic algorithm region, some key issues 

inherently follow any optimizer we build. Here we mention some of the key issues  

 

3.1 Object classification and Localization  

Its target is the first complication of object detection. Not only do we want to identify 

image objects, but we also want to decide the location of objects, commonly referred to 

as object localization tasks. To fix this problem, researchers most frequently use a multi-

task loss feature to penalize both misclassification and localization errors. Regional-based 

CNNs are a common class of object detection frameworks. These approaches consist of 

creating regional proposals where objects are likely to be found, accompanied by CNN 

processing to identify and further refine object locations. Ross Girshick et al. developed 

Quick R-CNN to improve their initial findings with R-CNN. As its name suggests, Fast 

R-CNN offers dramatic speed-up, but accuracy also improves because the classification 

and position tasks are configured using a single unified multi-task loss feature. Each 

candidate region that may contain an object is compared to the actual objects of the 

image. Candidate regions would then incur penalties for both incorrect classifications and 

misalignment of bounding boxes. As a consequence, the loss function consists of two 

types of terms: loss function with one term for classification and one for a location where 

the classification term imposes log loss on the expected likelihood of the true object class 

u and the localization term is a smooth L1 loss for the four positional components that 

characterize the rectangle. Note that the localization penalty does not extend to the 

context class when there is no object present, u=0. Notice also that the parameter 5-007 

can be changed to give priority to either classification or localisation. 

 

 

 

 

 

3.2  Real-time detection 
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Object detection algorithms need not only to precisely identify and locate important 

objects, they also need to be extremely fast at the time of prediction to satisfy the real-

time demands of video processing. Several key improvements over the years have 

improved the performance of these algorithms, increasing the test time from 0.02 frames 

per second (fps) of R-CNN to an impressive 155 fps of Fast YOLO. Fast R-CNN and 

Faster R-CNN seek to speed up the initial R-CNN approach. R-CNN uses selective 

search to produce 2,000 candidate regions of interest (ROIs) and transfers each individual 

RoI through a CNN base, which creates a huge bottleneck as the processing of CNN is 

very slow. Quick R-CNN instead sends the entire image via the CNN base just once and 

then matches the ROIs generated with a selective search on the CNN feature map, 

resulting in a 20-fold reduction in processing time. Although Quick R-CNN is much 

faster than R-CNN, there is still another speed barrier. It takes about 2.3 seconds for 

Quick R-CNN to perform object detection on a single image, and selective search 

accounts for a full 2 seconds of that time! Faster R-CNN replaces selective search with a 

separate sub-neural network to produce ROIs, generating a further 10x speed and thus 

testing at a rate of about 7–18 fps. Despite these remarkable changes, videos are usually 

shot at least 24 fps, which means that Faster R-CNN would probably not keep pace. 

Regional-based approaches consist of two different phases: proposing and processing 

areas. This division of tasks proves to be somewhat inefficient. Another big form of 

object detection framework relies instead on a single one-state approach. These so-called 

single-shot detectors completely locate and identify objects during a single pass over the 

image, which significantly reduces test time. One such single-shot detector, YOLO, starts 

by setting up a grid over the image and allows each grid cell to detect a fixed number of 

objects of varying sizes. The grid cell associated with the centre of the object is 

responsible for predicting this object for each true object present in the image. A 

dynamic, multi-term loss mechanism ensures that all locations and classifications take 

place within a single process. One variant of this system, Quick YOLO, even achieved a 

rate of 155 fps; however, classification and localization accuracy drops sharply at this 

elevated level. At the end of the day, object detection algorithms are trying to strike a 

balance between speed and accuracy. These findings are informed by a range of design 

choices outside the detection system. For example, YOLOv3 makes images of varying 

resolution: high-resolution images usually see better accuracy but slower processing 

times, and vice versa, low-resolution images. The option of CNN base also affects speed-

accuracy tradeoffs. Very deep networks like the 164 layers used in Inception-ResNet-V2 

offer amazing precision but pale in terms of speed compared to VGG-16 frames. Design 

choices for object detection must be made in context, depending on whether the focus is 

speed or accuracy. 
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3.3   Multiple spatial scales and aspect ratios 

For several applications of object detection, objects of interest can appear in a broad 

variety of sizes and aspect ratios. Practitioners use a variety of methods to ensure that 

detecting algorithms can capture artefacts on different scales and views. 

3.3.1   Anchor boxes 

Instead of selective search, Faster R-modified CNN's area proposal network uses a 

narrow sliding window across the coevolutionary image map to produce candidate ROIs. 

Multiple ROIs can be predicted at each location and represented with the reference 

anchor boxes. The shapes and sizes of these anchor boxes are deliberately selected to 

cover a variety of different scales and aspect ratios. This allows different types of objects 

to be detected, with the hope that the bounding box coordinates do not need to be much 

changed during the localization task. Other frameworks, like single-shot detectors, also 

follow anchor boxes for the initialization of regions of interest.

 

Figure 3.1: Anchor boxes 
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3.3.2  Multiple feature maps 

Single-shot detectors must put specific emphasis on the issue of multiple scales because 

they detect objects with a single pass through the CNN system. If artefacts are detected 

from the final CNN layers on their own, only large items will be identified as smaller 

items can lose too much signal during downsampling in pooling layers. To address this 

problem, single-shot detectors usually search for artefacts within multiple CNN layers, 

including earlier layers where higher resolution remains. Despite the caution of using 

multiple feature maps, single-shot detectors are notoriously struggling to detect small 

objects, particularly those in tight clusters sort of like a flock of birds.

 

Figure 3.2: SSD feature layers 

3.3.3  Feature pyramid network  

The Function Pyramid Network (FPN) takes the idea of multiple feature maps one step 

further. Images first move through the standard CNN route, yielding semantically rich 

final layers. Then to restore better resolution, FPN produces a top-down direction by 

sampling this function diagram. Although the top-down pathway helps to detect artefacts 

of different sizes, spatial locations can be distorted. Lateral connections are inserted 

between the original feature maps and the corresponding restored layers to boost the 

position of the object. FPN currently offers one of the leading ways to detect objects on 

different scales, and YOLO has been expanded with this technique in its 3rd edition. 
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Figure 3.3: Pyramid detection layers 

 

 

 

3.4    Data Limitations  

Less amount of given data that is available for object detection shows to be another big 

problem. Object detection datasets normally hold empirical evidence examples for 

closely a dozen to a hundred groups of objects. while image classification datasets which 

include more than 100,000 classes. Besides, crowdsourcing also generates image 

classification equation tags for free (for example, by parsing the text of user-provided 

photo captions). Gathering ground truth labels along with correct bounding boxes for 

object detection, however, remains extremely time-consuming work. The COCO dataset 

is given by Microsoft currently leads to some of the best object detection data available. 

COCO comprises 300,000 segmented images of 80 different types of objects with very 

detailed location labels. Each picture contains around 7 objects on average, and the 

objects appear on a very large scale. As useful as this dataset is, object types outside of 

these 80 selected classes will not be recognized if they are trained solely on COCO. A 

very interesting approach to alleviating data scarcity has come from YOLO9000, the 

second edition of YOLO. YOLO9000 integrates several essential improvements into 

YOLO but also aims to narrow the dataset distance between object detection and image 

classification. YOLO9000 trains concurrently on both COCO and ImageNet, an image 

classification dataset of tens of thousands of object classes. COCO information helps to 
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precisely locate objects, while ImageNet improves YOLO's "vocabulary" classification. 

A hierarchical WordTree allows YOLO9000 to first detect an object’s concept (such as 

“animal/dog”) and to then drill down into specifics (such as “Siberian husky”). This 

method tends to work well for concepts familiar to COCO as animals, but performs 

poorly on less prevalent concepts because RoI's recommendation is focused solely on 

COCO training. 

 

 

 

Figure 3.4: A variety of datasets 

 



©Daffodil International University   22 

 

3.5     Class imbalance 

Class imbalance proves to be a concern for most classification problems, and object 

detection is no exception. Consider a typical illustration. More probable than not, the 

photograph includes a few key objects and the majority of the picture is filled with 

background. Recall that a selective quest in R-CNN produces 2,000 candidate ROIs per 

image – just imagine how many of these regions do not contain objects and are 

considered negative! A recent method called focal loss is being applied in RetinaNet and 

helps to reduce the effect of class imbalances. In the optimization loss function, focal loss 

replaces the conventional log loss by penalizing misclassifications: 

          

The focal loss equation where pu is the expected likelihood class for the true class and 0 

for the true class. The additional factor (*) decreases the loss of well-classified examples 

with high probabilities, and the overall effect de-emphasizes classes with several 

examples that the model knows well, such as the context class. Objects of interest 

occupying minority groups are often more important and have increased accuracy. 

 

      

 

 

 

 

 

 

 

 

 



©Daffodil International University   23 

 

 

 

 

 

Chapter 4 

Implementation 

 

 

As we worked with TensorFlow object detection API we used Python 3.7, pip, Pandas, 

NumPy, Cython, OpenCV, Google Colab.  to train data and implement it on real videos 

and pictures. We also used Labellimg to level raw images to the format for YOLO and 

SSD training.  

4.1 Setting Up Environment 

Firstly we set up the TensorFlow API using NVIDIA CUDA library integrating with 

GPU for better performance. 

 

4.2  Training model  

The First step for training models is label data (images) for YOLO and SSD Coordination 

systems. For YOLO it has a distinctive system and for SSD it’s called Pascal Voc 

coordinate system. it all can be done in “labellimg” software.  
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Figure 4.1: Image labelling  

 

 

There are a few differences between the PASCAL VOC format and YOLO format. 

Pascal VOC format uses .xml files rather than .txt files, it refers to call class names 

directly in the file and uses a sequential coordination system. Which are upper left to the 

upper right and upper right to lower left and lower left to lower right. YOLO on the other 

hand uses .txt file to save Coordinates and refers to having a different file to store class 

names. YOLO also has a different approach for Coordination sequence. it’s upper left to 

the upper right and upper right to lower right and lower right to lower left  
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Figure 4.2: YOLO vs SSD Coordination system 

 

 

 

 

 

 

 

 

 

4.3 Train YOLOv4  

We manually label images first then train with YOLOv4 to generate weight data. First, 

we put the images into a repository and configure the YOLO for training. Then we use 

pre-trained YOLOv4 weights and train the new labelled images with them to get new 

weights. In the process, we have to check for overfitting and underfitting, and if such 

anomalies are detected, we train again until they are not present. 
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Figure 4.3: YOLO train Procedure  

 

 

 

 

 

4.4 Train SSD in TensorFlow API  

We put manually labelled images into the repository and convert them into .record file to 

cope with TensorFlow API system. then put pre-trained SSD models and configure it 

following the labelled data and classes. then train it by the script and wait for data to be 
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trained but carefully noticing whether the trained model becomes overfitted or under-

fitted. If they do so then we have to change some parameter and configuration and run the 

whole process again. Finally, we have the trained model ready to be exported.   

 

Figure 4.4: SSD training Procedure  

 

 

 

4.5 Output 
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We tested out custom trained models on a single image and compared the output and 

compared which one works on what conditions and detection number.  

 

4.5.1 YOLOv4  

On yolov4 it successfully detected all the desired objects with the confidence of 100%, 

100%, and 98%, iou_norm: 0.07,  cls_norm: 1.00, delta_norm: 1.00,  scale_x_y: 1.05 

nms_kind: greedynm, beta = 0.600000 Total BFLOPS 59.563 avg_outputs = 489778, 162 

layers from weights-file Detection layer: 139 - type = 28 Detection layer: 150 - type = 28 

Detection layer: 161 - type = 28,  Predicted in 33.189000 milli-seconds 

 

 

Figure 4.5: YOLOv4 detection in a low-resolution image 
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This is a Yolov4 model in lower resolution image and we also ran it by a higher 

resolution and pixel rate image and here is the outcome.   

 

Figure 4.6: YOLOv4 on High-resolution image 

 

 

 

4.5.2 SSD (TensorFlow API) 

Training dataset in TensorFlow API was a bit problematic with having a risk of loss 

function reaching an overfitting level and when it can do the testing with different images 

it showed resistance on low-quality images like above which is done in YOLOv4. So it 

came out with zero detection. on the other hand, detecting higher quality images it had 

one detection and three missed detection making it inefficient compared to custom 

trained YOLOv4  
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Figure 4.7: SSD on lower Quality image 

 

Here is a low-quality image with zero detection. and Now we look into higher quality 

images which have one detection with 97% confidence rate  

 

Figure 4.8: SSD on Higher Quality Image 

 

Chapter 5  



©Daffodil International University   31 

 

Evaluation and Result 

In this section, we showed the comparison between YOLOv4 and the SSD Model. In 

Common Objects in Context (COCO) based Dataset mode, we noticed a big difference 

running and saving the detection events in a video which showed YOLOv4 had an 

average of 30 frames per second and SSD detection had an average of 20 frames per 

second. We also evaluated the total detection accuracy, how many detections they had 

and how much error, the confidence they produced. we also Evaluated matrices to find 

the final result of our process  

 

5.1 Data Collection 

We ran both YOLOv4 and SSD algorithms on a particular video 

(https://youtu.be/rMDiFFZbRcU) where we observed the detections by each scenario and 

by which we counted everything manually. The observation was based on how many 

events there were, our desired objects were on there and  how many the algorithms 

detected 

 YOLOv4 Detection Data: 

Events TotalDetectionObjects ActualObjects correct Wrong NoDetection maxConfidence minConfidence 

1 4 6 4 0 2 99 32 

2 1 3 1 0 2 29 29 

3 1 2 1 0 1 91 24 

4 5 5 5 0 0 100 26 

5 8 8 8 0 0 100 87 

6 0 1 0 0 1 0 0 

7 1 1 1 0 0 43 28 

8 2 5 2 0 3 96 28 

9 7 6 4 3 2 100 25 

10 8 8 8 0 0 100 71 

11 1 1 1 0 0 83 79 

https://youtu.be/rMDiFFZbRcU
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12 3 4 3 0 0 100 64 

13 1 2 1 0 1 43 43 

14 2 2 2 0 0 100 99 

15 5 6 5 0 1 100 97 

16 1 3 0 0 2 100 100 

17 1 1 1 0 0 100 55 

18 4 4 4 0 0 100 25 

19 0 1 0 0 1 0 0 

20 2 2 2 0 0 100 33 

21 1 1 1 0 0 100 100 

22 2 2 2 0 0 100 97 

23 4 4 4 0 0 100 27 

24 1 1 0 1 0 32 32 

25 1 2 1 0 1 37 37 

26 2 2 2 0 0 99 28 

27 4 2 2 2 0 95 38 

28 1 1 1 0 0 91 97 

29 1 1 1 0 0 98 100 

30 1 1 1 0 0 98 71 

31 5 6 5 0 1 99 48 

32 2 3 2 0 1 97 38 

33 2 2 2 0 0 48 23 

34 1 2 1 0 1 94 64 

35 1 1 1 0 0 80 70 

36 1 1 1 0 0 80 70 
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37 1 1 1 0 0 99 94 

38 1 1 1 0 0 99 97 

39 1 1 1 0 0 99 96 

40 3 3 3 0 0 99 42 

41 2 2 1 0 1 91 35 

42 2 2 0 1 0 90 35 

43 3 4 3 0 1 99 28 

44 1 0 0 1 0 81 80 

45 2 2 2 0 0 99 85 

46 1 1 1 0 1 98 84 

47 8 9 4 0 5 100 28 

48 19 14 14 5 0 100 43 

49 1 0 0 1 0 85 85 

50 1 1 1 1 0 99 98 

51 3 2 2 1 2 96 32 

52 1 1 1 0 0 100 75 

53 1 1 1 1 0 85 44 

54 2 0 0 2 0 91 69 

55 0 3 0 0 3 0 0 

56 4 3 3 1 0 92 81 

57 1 1 1 0 0 100 89 

Total 145  120 20 33   

 

 

SSD Detection Data:  
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Events TotalDetectionObjects ActualObjects correct Wrong NoDetection maxConfidence minConfidence 

1 1 6 1 0 5 99 99 

2 0 3 0 0 3 0 0 

3 0 2 0 0 2 0 0 

4 0 5 0 0 5 0 0 

5 1 8 1 0 6 80 80 

6 0 1 0 0 1 0 0 

7 0 1 0 0 1 0 0 

8 0 5 0 0 5 0 0 

9 2 6 2 0 4 89 75 

10 2 8 2 0 5 99 74 

11 1 1 1 0 0 83 79 

12 4 4 4 0 0 98 75 

13 0 2 0 0 2 0 0 

14 2 2 2 0 0 100 75 

15 1 6 1 0 5 95 75 

16 0 3 0 0 3 0 0 

17 1 1 1 0 0 99 88 

18 1 4 1 0 3 95 91 

19 0 1 0 0 1 0 0 

20 1 2 1 0 1 95 95 

21 0 1 0 0 1 0 0 

22 0 2 0 0 2 0 0 

23 3 4 3 0 1 99 76 

24 1 1 0 1 0 80 80 
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25 0 2 0 0 2 0 0 

26 0 2 0 0 2 0 0 

27 0 2 0 0 2 0 0 

28 0 2 0 0 2 0 0 

29 1 1 1 0 0 94 76 

30 1 1 1 0 0 81 76 

31 0 6 0 0 6 0 0 

32 0 3 0 0 3 0 0 

33 1 2 0 1 2 98 98 

34 0 2 0 0 2 0 0 

35 0 1 0 0 1 0 0 

36 1 1 1 0 0 80 80 

37 1 1 1 0 0 79 76 

38 1 1 1 0 0 97 80 

39 0 1 0 0 1 0 0 

40 1 3 1 0 2 98 85 

41 0 2 0 0 2 0 0 

42 1 2 0 1 0 98 73 

43 0 4 0 0 2 0 0 

44 1 0 0 1 0 81 80 

45 2 2 0 0 0 99 85 

46 0 1 0 0 1 0 0 

47 4 9 4 0 5 100 77 

48 4 14 4 0 10 77 94 

49 1 0 0 1 0 85 85 
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50 2 1 1 1 0 92 76 

51 0 2 0 0 2 0 0 

52 1 1 1 0 0 100 83 

53 0 0 0 0 0 0 0 

54 1 0 0 1 0 77 77 

55 1 3 1 0 2 80 80 

56 3 3 3 0 0 98 77 

57 1 1 1 0 0 97 81 

Toal 50  41 7 105   

 

Now that we have the raw data based on the observation. It’s time to draw a visualization 

graph to have a visual comparison. So we used Matplotlib to draw the graph based on 

their detection status.  

 

 

 

 

 

 

 

 

 

 

5.2 Total Detection   
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We took 57 events of Object Detection Scenario and ran it by SSD and YOLOv4. After 

that, we compared with another to find out which model is more frequent at catching 

trained objects. Here the data Shows that YOLOv4 for is more frequent at detecting 

objects. 

 

Figure 5.1: Total Detection YOLOv4 vs SSD 

 

 

 

 

 

 

 

5.3 Correct Detection  
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Correct detection Differentiates between the total number of detection and no detections. 

here, SSD has more ‘no detections’ so YOLOv4 peaks higher   

 

 

Figure 5.2 Correct Detection YOLOv4 vs SSD 

 

 

 

 

 

 

 

 

 

5.4  Wrong and no Detection  
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YOLOv4 has more wrong detection than SSD because it has more spontaneous detection,  

Figure 5.3: Wrong Detection YOLOv4 

on the other hand, SSD has more no detection which makes us think about the pros and 

cons before thinking about choosing one model over the other 

Figure 5.4: No Detection YOLOv4 vs SSD 
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5.5 Minimum and Maximum Confidence  

Min-Max confidence and Average shows a variety of distances each model can go before  

Figure 5.5: Min Confidence YOLOv4 vs SSD 

detecting data. It is the percentage of a surety that the algorithm can give based on the 

training. These graphs show the limit of algorithms' correction detection flexibility and 

reach and ability to analyze the scenario of detection and their reach. 
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Figure 5.6: Max Confidence YOLO4 vs SSD  

 

 

5.6 Classification Accuracy 

Classification accuracy is the ratio of the correct number of predictions and Total number 

of predictions it shows how trained models are doing in the context of accuracy  

 

Classification Accuracy = Number of Correct Predictions / Total Number of Predictions 

Made 

Our 57 events show the classification accuracy of SSD  

Classification Accuracy = 41/50 = 0.82 or  

82 percent accurate predictions 

and accuracy of YOLOv4   

Classification Accuracy = 120/145 = 0.8275 or  

82.75 percent accurate predictions 
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5.7 Confusion Matrix  

A confusion matrix is a very good way to determine accuracy and precision. there is four 

terms should be considered before jumping into the calculations  

True Positives: The cases in which we predicted Correct and the actual output was also 

Correct. 

 True Negatives: The cases in which we predicted Wrong and the actual output was 

Wrong. 

 False Positives: The cases in which we predicted Correct and the actual output was 

Wrong. 

 False Negatives: The cases in which we predicted Wrong and the actual output was 

Correct. 

Now we calculate the SSD model for the accuracy and Precision 

 

 

 Predicted Wrong Predicted Correct 

Actual Wrong 13 7 

Actual Correct 105 41 

 

 

 

Accuracy = 41 + 13 / (105 + 7 + 41 + 13) = 0.3253 or 32.53% accurate  

precision = 41 / 41 + 13 = 0.7592 or 75.92% 

 

 

 

 



©Daffodil International University   43 

 

For YOLOv4 we calculate the result 

 Predicted Wrong Predicted Correct 

Actual Wrong 12 20 

Actual Correct 33 120 

 

Accuracy = 12 + 120 /  = 0.7135 or 71.35% accurate 

precision = 120 / 120 + 12 = 0.9090 or 90.9%  

 

5.8 Result 

So this analysis helps us to reach conclusions and allows us to tell the result forYOLOv4 

is 71.35% accurate and SSD 32.53% accurate in detection. YOLOv4 90.9% precise and 

SSD 75.92% precise.  
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Chapter 6  

Limitations and Future Work 

 

From the beginning, we want to build a model with less error and more accuracy but 

having inaccessibility of more dataset makes it error-prone. There were very significant 

hardware limitations in case of building these state of the art level models using only 8 

Gigabyte of RAM and NVIDIA Geforce 1050Ti which has 4 Gigabyte of Virtual RAM. 

whether it was recommended to have at least 64 Gigabytes of RAM and NVIDIA Tesla 

V100 which is enriched with tensor core GPU. Having These Hardware limitations 

slowed down our training process and caused various kinds of error and malfunction. We 

also had problems acquiring good quality datasets which had unavailability of getting 

access. Which had us become more invested in crafting datasets manually and 

configuring it to match up to our hardware. In the future, we determine to have more 

accurate results with having the right datasets and along with it to have more hardware 

build. We want to use it with IoT devices like drones and portable cameras but more 

importantly, we want to use it on actual border sites of the country.  
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Chapter 7       

Conclusion  

YOLOv4 has more accuracy and precision than SSD on our custom build model. we had 

evaluated and it made a satisfactory amount of 71.35% accuracy which is yet to be 

perfected with having more training data with all the ideal features. It makes adaptive 

change with the development of CNN models with constant updates of features, speed 

and accuracy. The project needs to be polished with the effort to have more accurate 

outputs and also need to discover the ways of implementations in real life. If the new 

Faster-RCNN based algorithms upgrade, it also should upgrade to maintain real-time 

detection and accuracy.  
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