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ABSTRACT 

 

Diabetes is one of the deadly chronic diseases that occurs when the sugar level in the blood 

increases abnormally due to the absence of insulin hormone. Untreated Diabetes could lead 

a human to his/her death. In Bangladesh, the threat of Diabetes is really a matter of concern 

and people of all ages and gender are suffering equally. My research focused on young 

people who are under the age of 36 in Bangladesh. By using Machine Learning I have built 

a model which can predict the possibility of having or not having Diabetes. The model that 

I have built was trained by previous data of diabetic and non-diabetic patients. These data 

were collected from Bangladesh. On experiment, these data were processed and analyzed 

by various data pre-processing techniques. Then some classic Machine Learning 

algorithms like Logistic Regression, Random Forest, K-Nearest Neighbors and Naive 

Bayes were used for building the model and the performance of each of them was measured 

using metrics like Prediction Accuracy on the testing and training data, Confusion Matrix, 

Sensitivity, Precision, F1 score, Recall, Specificity, ROC and AUC. Overall Random 

Forest performed better than others. So, the Random Forest model was chosen for the 

prognosis of the disease and to demonstrate the use of the model. For that, I have built a 

web and an android application that will take required input data from a user according to 

the model and predict whether the user has Diabetes or not. 
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CHAPTER 1 

Introduction 

 

1.1 Introduction 

Diabetes occurs due to the lack of enough insulin production by the pancreas. Because of 

this, the sugar level in the blood increases abnormally. Since the discovery of insulin in 

1922 by Dr. Frederick Banting, the treatment of Diabetes had been improved rapidly over 

time. But even today it’s not always possible to determine the presence of diabetes in the 

early stage. Untreated Diabetes could lead to serious health complications and other 

diseases like coronary heart disease and stroke [1]. Diabetes also increases the risk of 

cognitive impairment and dementia [2]. So, this is certainly not a disease that we can 

ignore. This is where Machine Learning comes useful. We are living in a time which is 

known as the age of data revolution. But data is only fruitful when we process and put them 

into work. Machine learning does this exact same thing. Machine learning or ML is a sub-

field of Artificial Intelligence or AI that performs intelligent computing tasks based on 

training and experience without any human intervention. So, if I can process the previous 

data of diabetic patients and apply Machine Learning to them then my ML model can 

predict whether a person will have Diabetes or not in the future which may save the life of 

that person and the lives of countless others as well. The purpose of this research is to build 

a Machine Learning model that can make a prediction about the possibility of Diabetes in 

young people of Bangladesh who are under the age of 36. 

  

 

1.2 Motivation 

According to WHO, there are 422 million diabetic patients worldwide. In Bangladesh, we 

have 8.3 million people suffering from Diabetes and half of them don’t even know that 

they have Diabetes [3]. Due to excessive amount of carbohydrate food intake and frequent 

consumption of junk foods [4] a huge number of young people in Bangladesh are having 

Diabetes or on the verge of having Diabetes. What makes this matter worse is that since 
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Bangladesh is a developing country, the majority of our population lives under the poverty 

line. The expenditure for proper treatment of Diabetes in Bangladesh is increasing [5]. As 

I have discussed earlier that untreated Diabetes could lead to other diseases and health 

complications. So, detection is a crucial step to consider in terms of both health and 

economic prospects. This is why I thought to build a Machine Learning based model that 

can take data from a user and make a prediction whether the user has a possibility of having 

Diabetes or not. Diabetes at a young age is very much unfortunate although not unusual. 

The future of a country or this world for that matter relies on young people. If a substantial 

amount of these young people suffers from diseases like Diabetes, then the future is 

definitely uncertain. So doing something about Diabetes is definitely a logical thing to do 

and early detection of this disease is the first step I can take and Machine Learning is the 

cornerstone of this detection. And as a Machine Learning researcher, that’s what motivated 

me to do this research. 

 

1.3 Objective 

The objectives of this research are as follows: 

i. Build a system that can predict the possibility of having Diabetes at an early stage 

under the age of 36 using Machine Learning. 

ii. Contribute and explore the existing knowledge in the field of Machine Learning 

and Diabetes.  

iii. Run a little survey on young people of Bangladesh who are under the age of 36 for 

understanding the severity of the situation. 

iv. Analyze the data using Data Science techniques for extracting new knowledge. 

v. Apply various Machine Learning algorithms and analyze their results. 

vi. Build a model for prognosis using the best performing algorithm. 

vii. Deploy the model using a web and a mobile application. 
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1.4    Research Questions 

“How can we detect Diabetes at an early stage in young people of Bangladesh so that 

patients can take necessary precautions against serious health complications and lead a 

better life?”, that’s the sole question of this research and the answer I’ve got as a Computer 

Science student is by Machine Learning. 

 

1.5    Expected Outcome 

After this research work, I will be able to: 

i. Build a Machine Learning model for the purpose of predicting the possibility of 

having Diabetes or not. 

ii. Present new data on the overall situation of Diabetes under the age of 36 in 

Bangladesh. 

iii. Present some statistical analysis on Diabetic patients in Bangladesh. 

iv. Use the model for prognosis of Diabetes using the web and mobile application 

technologies. 
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CHAPTER 2 

Background 

 

2.1 Preliminaries/Terminologies 

2.1.1 Diabetes 

Diabetes Mellitus, also known as Diabetes, is a metabolic condition caused by a high level 

of glucose sugar in the blood. Normally in the human body, the insulin hormone moves 

sugar from the blood into the cells for producing energy. Because of Diabetes, either the 

pancreas becomes unable to produce an adequate amount of insulin or the cells of the body 

become unable to use the insulin effectively that the pancreas makes. Diabetes can be of 3 

types: 

i. Type 1 Diabetes: This type of Diabetes occurs when pancreas stop producing 

enough insulin. This is caused due to the loss of beta cells. 

ii. Type 2 Diabetes: In this case, the cells of body do not respond to the insulin even 

though insulin is being produced.  

iii. Gestational Diabetes: Pregnant women develop this type of Diabetes and occurs 

because of high blood sugar levels during pregnancy. 

 

2.1.2 Artificial Intelligence 

The ability of a computer or machine to learn from examples and experience to imitate the 

capabilities of the human mind is known as Artificial Intelligence or AI. With the help of 

huge data that are stored online thanks to the internet and great computing power thanks to 

the brilliance of scientists and engineers, Artificial Intelligence is becoming the driving 

force of the future of human civilization. In recent years, from mastering the game of Go 

which was previously thought to be decades away [6] to unfold the structure of protein 
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which has been a grand challenge in biology for 50 years [7], Artificial Intelligence has 

demonstrated its amazing potential in the field of intelligent computing. That’s why the 

landscape of biomedical research and healthcare is gradually shifting because of Artificial 

Intelligence as well [8]. There are lots of applications and domains in which Artificial 

Intelligence is used or has the potential to be used. 

 

2.1.3 Machine Learning 

Machine Learning is a branch of AI or Artificial Intelligence. It’s the principle of 

computers learning from previous data, recognizing patterns, and making decisions with 

little to no help from humans. The combination of Computational Statistics and Data 

Science is what Machine Learning or ML derived from. In healthcare, the use of Machine 

Learning is very promising and effective [9]. There are various Machine Learning 

algorithms. These algorithms can be categorized into 3 types. 

i. Supervised Learning: In Supervised Learning the model gets trained on a labelled 

dataset or the type of dataset that has both input and output parameters. Some of 

the Supervised Learning algorithms are Linear Regression, Naive Bayes, Decision 

Tree etc. 

ii. Unsupervised Learning: In Unsupervised Learning data is provided without 

output parameter. The model itself has to find out the way of learning to categorize 

the data. Example: K-Means Clustering.  

iii. Reinforcement Learning: In Reinforcement Learning an agent learns in an 

interactive environment using input from its own behaviors and experiences. The 

model learns by rewards and punishments as indication for right and wrong actions. 
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2.2 Related Works 

Following is the summary of some related research works that were relevant and useful for 

my research.  

M. Al Helal et al. [10] have worked on PIMA Indians dataset and applied Random Forest, 

Decision Tree, K-Nearest Neighbor, Naive Bayes and Perceptron algorithms for predicting 

Diabetes using. They have done a good amount of data pre-processing. Among those 

mentioned algorithms, Random Forest gave the best accuracy of 73%. So, they have 

managed to achieve somewhat an average prediction accuracy. That’s why I looked for 

other works that have achieved much better accuracy. S. K. Dey et al. [11] have applied 

K-Nearest Neighbor, Support Vector Machine, Gaussian Naive Bayes, and Artificial 

Neural Network on the PIMA dataset. Gaussian Naive Bayes gave the best accuracy of 

76.25%. They have also built a web application using the model that they have created. 

Still the result is not very satisfactory. So, I kept looking for others. B. Pranto et al. [12] 

again created their Machine Learning model based on PIMA dataset but this time they 

applied this model to Bangladeshi patients. They have also collected data from Kurmitola 

General Hospital, Dhaka. They have applied Naive Bayes, Random Forest, Decision Tree 

and K-Nearest Neighbors on their data and Random Forest outperformed the others with 

78% accuracy. Their result is not bad at all. But it is still not eligible for becoming a 

prognosis purpose model. A. Uddaula et al. [13] have worked on PIMA dataset which has 

768 records and 9 features. In this research, the researchers have adopted a pretty unusual 

and good approach for predicting diabetes. Six meta classifier algorithms were used for 

their work. They were Ada Boost M1, Attribute Selected Classifier, Multiclass Classifier 

Updatable, Logit Boost, Bagging, and Filtered Classifier. After applying some other Data 

Mining techniques, Multiclass Classifier Updatable achieved the highest performance with 

a win-rate of 80%. They have measured some other performance metrics on which some 

other algorithms did a better job. This is a good result indeed. But since I’m doing my 

research on Bangladeshi people, PIMA dataset is not a suitable one for me. So, I looked 

for the research works that were conducted on Bangladeshi data. N. S. Khan et al. [14] 

made an mHealth application for predicting diabetes by machine learning. They collected 
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around 191 usable responses from a survey categorizing People’s age, BMI (Body Mass 

Index), gender, HbA1c and ancestral diabetic history. They applied only one prediction 

algorithm Naive Bayes and got an accuracy of 64% in predicting diabetes. This is certainly 

a very poor accuracy. So, I kept looking for the research works that have achieved good 

results on Bangladeshi data. M. F. Faruque et al. [15] collected data of 200 patients from 

the diagnostic of Medical Centre Chittagong (MCC). They categorized patients’ age and 

weight into 3 categories and applied K-Nearest Neighbors, Decision Tree, Support Vector 

Machine and Naive Bayes. Decision Tree achieved the best accuracy of 73.5%. This result 

is also not very satisfactory. K. C. Howlader et al. [16] have collected their data from 

Noakhali, Bangladesh. That dataset contained 220 patients’ data. Four classifiers that are 

based on Decision Tree such as J48, CDT, REPTree and NBtree were applied to their data. 

They have also analyzed some models that were based on Decision Tree were applied with 

the strategies called pruned and unpruned. CDT (unpruned) shows the best accuracy which 

is 96.78%. That’s a very good result for a prognosis purpose model but the number of data 

is not sufficient enough. N. Jahan et al. [17] predicted diabetes risk level by Machine 

Learning with factor scoring and also proposed an android application. They had collected 

555 patient responses with 9 attributes which are age, gender, blood pressure (mm Hg), 

exercise, BMI (weight in Kg/(height in m)²), stress level, genetic, sleeping hrs, Smoking. 

After that, they applied 3 Machine Learning algorithms which are Decision tree, Multilayer 

perception and IBK. From cross-checking up to 12 fold the IBK algorithm gives about 

98.73% prediction accuracy. This is an outstanding result. But I tried to push to the limit 

and looked for much more improved ones with more data. S. S. Rahman et al. [18] have 

worked on a diabetes detection system by Machine Learning-based approach. They 

collected data of 6219 individuals from different hospitals with 5 attributes and apply 

supervised KNN and Unsupervised K Means. By doing so they found out that the SeqNum 

attribute is an extra attribute that was not needed and gained accuracy of 99.78% by KNN 

algorithm and concluded that supervised KNN is better than unsupervised K Means. T. Le 

Minh et al. [19] have used “Early stage diabetes risk prediction dataset” which is available 

on the UCI Machine Learning repository. They have applied Support Vector Machine, 

Logistic Regression, Random Forest Classifier, Decision Tree, K-Nearest Neighbors, 

Naive Bayesian Classifier, GWO-MLP and APGWO-MLP. APGWO-MLP got the best 
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accuracy of 97%. The last four research works achieved an outstanding prediction 

accuracy. But they were not conducted on young people of Bangladesh and some of them 

have some other limitations. So, this is the area and topic I picked up for this research. 

 

2.3 Comparative Analysis and Summary 

I intended to do my research on Bangladeshi people. Among the research works that I’ve 

studied, I’ve classified them into two categories: ones that were done on PIMA Indians 

Diabetes dataset which is present in the UCI Machine Learning Repository, and the other 

ones which were conducted on Bangladeshi people. PIMA Indians Diabetes dataset is a 

very reliable and famous dataset. A lot of research works were done on this dataset. But 

there are some limitations of this dataset in terms of my research. First of all, the records 

on this dataset were collected from female patients and there are some null values on some 

important features like ‘Glucose Level’ and ‘BMI’. My intention is to do a research work 

that will be applicable to any person regardless of his/her gender. Since I wanted to do 

research on young people of Bangladesh the PIMA Indians dataset was not suitable for my 

work. That’s why I was looking for research works that were done on Bangladeshi data 

and I found some. These research works helped me a lot in terms of Bangladeshi Diabetic 

patients. But none of them focused particularly on young people. This is where I think my 

research work becomes relevant.  

 

2.4 Scope of the Problem 

After reviewing all the above research works it is clearly understandable that Diabetes 

prediction and detection using Machine Learning techniques is one of the most sought-

after research topics. We can also understand that the job isn’t completely done yet, 

especially if we consider this fact in the context of Bangladesh. The prevalence of Diabetes 

in Bangladesh is increasing [20]. I believe that there is still a lot more room for research on 

this topic. So, I have taken a different approach. I wanted to find out how much young 
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people in our country are suffering from Diabetes and what I can do about it as a Machine 

Learning researcher. 

 

2.5 Challenges 

The biggest challenge that I faced was in terms of collecting data on Diabetic patients. I 

collected data from Bangabandhu Sheikh Mujib Medical University, Dhaka (BSMMU) for 

which I had to take permission from the Director of the Hospital.  I had to apply through 

my university department in which a lot of time and energy was consumed. After spending 

a week in the hospital, I could only manage a handful amount of data. Also due to the 

COVID-19 pandemic, I couldn’t collect data spontaneously and I had to do the survey by 

taking a lot of health risks. 
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CHAPTER 3 

Research Methodology 

 

3.1 Research Subject and Instrumentation 

I’m doing this research based on the previous data of diabetic and non-diabetic patients. 

So, I collected these data and prepared a dataset. Then for statistically analyzing these data 

and creating the model I have used Python as the programming language and Google 

Colab and Jupyter Notebook as the programming environment. For the implementation 

and deployment of the model I have used Python and its framework Flask, PHP, 

JavaScript, and Java as the programming language and Visual Studio Code and Android 

Studio as the programming environment or IDE. 

 

3.2 Dataset 

I have collected the data from Bangabandhu Sheikh Mujib Medical University, Dhaka 

(BSMMU). The total number of records in my dataset is 1036. There are 16 attributes or 

features, out of which 15 are independent features and 1 dependent feature named 

“Class”. In other words, the “Class” feature is the target variable that defines whether a 

person has Diabetes or not. The “Age” feature is the only feature that has numeric/discrete 

type values. The rest of them contain categorical values. The attributes and their value type 

are given in the following table. 
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TABLE 1: DATASET ATTRIBUTES AND VALUE TYPE 

 

3.3 Statistical Analysis 

3.3.1 Data Pre-processing 

i. Checking null values is the first step I’ve taken in the data pre-processing phase. 

Null values are one of the greatest obstacles in the way of creating a good model. 

There are many ways for removing this problem. One of them is to take the mean 

value of the feature that has null values. But the dataset that I have has no null 

values.  

ii. In the next step of data pre-processing, I had checked whether my dataset is 

imbalanced or not. A dataset with a huge margin of unequal target class distribution 

is called an imbalanced dataset. The model that we create from this type of dataset 
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becomes bias towards a particular class. But my dataset also passed this test as well. 

There are 636 individuals who have Diabetes and 400 who don’t. 

 

Figure 3.3.1: Target Class Distribution 

 

iii. I have also checked the Gender-Target class distribution and it came out that 

women are more vulnerable to diabetes than men are. 

 

 

Figure 3.3.2: Gender-Target Class Distribution 
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iv. Finding correlations between the target feature and independent features is very 

important in terms of data pre-processing and even for prediction accuracy in the 

long run. It’s also very important for better understanding the features in the dataset. 

From the following Correlation table, it is obvious that “Polyuria” and 

“Polydipsia” are the most important features, which is understandable and makes 

sense in the case of Diabetes. That’s why I looked for the correlation. 

TABLE 2: CORRELATION 

Attribute Correlation value 

Age 0.146441 

Gender -0.447259 

Polyuria 0.671037 

Polyphagia 0.346275 

Polydipsia 0.647668 

Weakness 0.247889 

Sudden Weight Loss 0.434658 

Itching -0.016573 

Visual Blurring 0.248805 

Irritability 0.301744 

Delayed Healing 0.049937 

Muscle Stiffness 0.119061 

Partial Paresis 0.436106 

Obesity 0.073669 

Alopecia -0.273059 
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Figure 3.3.3: Correlation Matrix 
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3.4 Proposed Methodology 

The methodology that I followed can be described in the following points. 

i. First, I collected the data and prepared the dataset. 

ii. Then I applied various data pre-processing techniques to make the dataset suitable 

for the algorithms. 

iii. After pre-processing, I applied some Machine Learning algorithms that I’ve 

mentioned later. 

iv. I measured the performance of each of the algorithms. 

v. I created the model using the best-performing classifier. 

vi. Finally, I deployed the model by a web and a mobile application. 

The following illustration is the proposed methodology which I followed for building the 

model and deploying it. 

 

 

Figure 3.4.1: Proposed Methodology 
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3.5 Implementation Requirements 

3.5.1 Python 

Python is the type of programming language that is high-level, interpreted, object-oriented 

and has dynamic semantics. From building web applications to AI research, Python is used 

everywhere in today’s world. For Machine Learning and AI, it is the primary choice for 

engineers and researchers around the world. I also used Python for this research project.  

3.5.2 Jupyter Notebook 

Jupyter Notebook is a type of web application designed for the tasks that are needed for 

Machine Learning and Data Science. Researchers all over the world directly or indirectly 

used it for machine leaning, data analysis, data visualization, statistical analysis etc. Most 

of the experiments that I did for this research were carried out in Jupyter Notebook. 

3.5.3 Google Colab 

Google Colab or Colaboratory is a research product created by Google that allows us to 

write python code on the browser. It’s a great tool for data analysis and visualization. It 

allows us to use the great computing resources from Google, such as GPUs and TPUs, for 

free. Since it does not require any setup or tedious process of installing Python packages, I 

also used it for my experiments whenever I was on the go. 

 

3.5.4 Flask 

Flask is a type of web framework that we know as a micro framework and the programming 

language that it is written on is Python. For deploying the Machine Learning model and 

expose it as an API, I have used Flask. 
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3.5.5 PHP 

PHP is an object-oriented server scripting language that is mostly used in web 

development. For connecting my web application to the database and creating an API for 

the database, I have used PHP. 

3.5.6 JavaScript 

JavaScript is a programming language that has its use everywhere. Right now, it’s the most 

popular programming language in the world. It’s mostly used for web development. I have 

used JavaScript for building the frontend of my web application and connecting to the flask 

API where my Machine Learning model is deployed. 

 

3.5.7 Java 

Java is the type of programming language that is object-oriented and class-based and it is 

one of the most beloved languages of all time for building software. When Android OS 

was first introduced, Java was the only best option for Google to build applications for it. 

Even today, most android apps are written in Java.  Almost the whole of my android 

application is built on Java. 

 

3.5.8 Visual Studio Code 

Visual Studio Code, also known as VS Code is a code editor that is hugely popular among 

developers because of its many developer-friendly features. It is developed by Microsoft. 

For writing the codes of my web application, I have used it most of the time. 

 

3.5.9 Android Studio 

Android Studio provides a development environment for Android OS. It is the official 

Integrated Development Environment or IDE recommended by Google. It is developed by 

Google and JetBrains. I have developed my whole android application on Android Studio. 
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CHAPTER 4 

Experimental Results and Discussion 

 

 

4.1 Experimental Results and Analysis 

After all the data pre-processing and dividing the data into training and testing dataset I 

have applied four different Machine Learning algorithms named Logistic Regression, 

Random Forest, K-Nearest Neighbors and Naive Bayes and measured their 

performances on different metrics like Prediction Accuracy on the testing and training 

data, Confusion Matrix, Sensitivity, Precision, F1 score, Recall, Specificity, ROC and 

AUC. First, I would like to explain what these performance metrics mean, then I would 

discuss how the algorithms that I used performed against these metrics. 

 

4.1.1 Performance Metrics 

The performance metrics that I used for evaluating the models are discussed in this section. 

4.1.1.1 Classification Accuracy 

Prediction or Classification Accuracy is one of the most sought-after performance metrics 

in Machine Learning. Its calculation is done by the formula given below. 
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4.1.1.2 Confusion Matrix 

Confusion Matrix is a performance measurement metric with four different combinations 

of predicted and actual values. It’s a matrix that defines and also helps to define the overall 

performance of a Machine Learning model. There are four combinations that can be 

derived from predicted and actual values. These are: 

 

i. True Positive: In this combination, both the value that is actual and the value that 

is being predicted are true. 

ii. True Negative: In this combination, both the value that is actual and the value that 

is being predicted are false. 

iii. False Positive: In this combination, the actual value is false but the value that is 

predicted is true. 

iv. False Negative: In this combination, the actual value is true but the value that is 

predicted is false. 

 

 

 

Figure 4.1.1: Confusion Matrix 
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4.1.1.3 Precision 

Precision is out of all positive predictions how many of them our model got it right. Its 

calculation is done by the formula given below. 

 

 

 

4.1.1.4 Recall 

Recall is out of all actual positive values how many of them our model got it right. Its 

calculation is done by the formula given below. 

 

 

 

4.1.1.5 F1 Score 

F1 Score is defined as the following equation. It’s used for finding the balance between 

Precision and Recall. 

 

 

4.1.1.6 Sensitivity 

Sensitivity is used for the evaluation of a model’s ability to predict true positive of each 

target class. Its calculation is done by the formula given below. 
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4.1.1.7 Specificity 

Specificity is used for the evaluation of a model’s ability to predict true negatives of each 

target class. Its calculation is done by the formula given below. 

 

 

4.1.1.8 ROC and AUC 

Receiver Operating Characteristic or ROC curve is a type of graph that depicts the 

performance of an ML model over every threshold of classification. There are two 

parameters that are plotted on this graph: 

i. True Positive Rate (TPR): This is defined as the formula given below. 

 

ii. False Positive Rate (FPR): This is defined as the formula given below. 

 

 

AUC or Area under the Curve on the other hand measures the whole 2D area that rests 

behind the ROC curve. AUC value ranges from 0 to 1. A model which has 100% prediction 

accuracy has an AUC of 1.0 and one which has 0% prediction accuracy has an AUC of 0.0. 
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Figure 4.1.2: ROC and AUC 

 

 

4.1.2 Logistic Regression 

Logistic Regression is the type of ML algorithm that uses the supervised learning principle. 

It is used for the problems that are of classification types. The classification is done in 

Logistic Regression by Sigmoid curve which is calculated by a cost function called 

“Sigmoid Function”. The logistic regression hypothesis suggests that the cost function be 

limited to a value between 0 and 1 that is 0 ≤ h𝜃 ≤ 1. The Sigmoid Function formula is 

expressed as f(x)=
1

1 +  e-x  and thus the formula for hypothesis of Logistic Regression is as 

follows. 

 

ℎ𝜃(𝑋)  =  
1

1 +  𝑒  − ( 𝛽1 + 𝛽0X )
 

 where, 

 𝛽1 +  𝛽0X is Linear equation 
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Figure 4.1.3: Sigmoid Function Graph 

 

4.1.2.1 Results 

After applying Logistic Regression, the results that I’ve got are given below. 

TABLE 3: PERFORMANCE OF LOGISTIC REGRESSION MODEL 

Accuracy 

on 

testing 

data 

Accuracy 

on 

training 

data 

 

Precision 

 

Recall 

 

F1 

Score 

 

AUC 

 

Sensitivity 

 

Specificity 

 

94.23% 

 

92.02% 

 

93.93% 

 

96.87% 

 

95.38% 

 

93.43% 

 

96.87% 

 

90.00% 
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Figure 4.1.4: Confusion Matrix of Logistic Regression Model 

 

4.1.3 Random Forest 

Random Forest is the type of ML algorithm that uses the supervised learning principle. It’s 

used for the problems that are of both classification and regression types. Random Forest 

uses Ensemble Learning technique. Ensemble Learning is a method that uses multiple 

learning algorithms for boosting predictive performance. In this case, Random Forest 

creates multiple decision trees on the samples of data. It then collects the prediction result 

from each one of them and eventually, it predicts the final output on the basis of the 

majority number of votes of predictions. To summarize the working mechanism of 

Random Forest the algorithm that it follows is given below. 

4.1.3.1 Algorithm 
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Figure 4.1.5: Working principle of Random Forest 

 

4.1.3.2 Results 

After applying Random Forest, the results that I’ve got are given below. 

TABLE 4: PERFORMANCE OF RANDOM FOREST MODEL 

Accuracy 

on 

testing 

data 

Accuracy 

on 

training 

data 

 

Precision 

 

Recall 

 

F1 

Score 

 

AUC 

 

Sensitivity 

 

Specificity 

 

99.03% 

 

100.00% 

 

100.00% 

 

98.43% 

 

99.21% 

 

99.21% 

 

98.43% 

 

100.00% 
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Figure 4.1.6: Confusion Matrix of Random Forest Model 

 

4.1.4 K-Nearest Neighbors 

K-Nearest Neighbors or KNN is the type of ML algorithm that uses the supervised learning 

principle and we use it primarily for the problems that are of classification types. KNN 

compares the similarity between the available data points and places the new data point 

into the most similar available category. That means when new data appears KNN can 

classify it into a well-suited category. Now in KNN, there are two important things that 

need to be calculated. 

 

i. First the value of K is calculated. K indicates the number of nearest neighbors that 

are considered while classifying a new data point. 

ii. The distance from each nearest neighbor is then calculated. This calculation can be 

done by the Euclidean Distance formula. 
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An algorithm is given below to summarize the working principle of K-Nearest Neighbors. 

4.1.4.1 Algorithm 

 

 

 

Figure 4.1.7: K-Nearest Neighbors 
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4.1.4.2 Results 

After applying K-Nearest Neighbors to my dataset the results that I’ve got are given 

below. 

TABLE 5: PERFORMANCE OF KNN MODEL 

Accuracy 

on 

testing 

data 

Accuracy 

on 

training 

data 

 

Precision 

 

Recall 

 

F1 

Score 

 

AUC 

 

Sensitivity 

 

Specificity 

 

94.71% 

 

92.87% 

 

99.15% 

 

92.18% 

 

95.54% 

 

95.46% 

 

92.18% 

 

98.75% 

 

 

Figure 4.1.8: Confusion Matrix of KNN model 

 

 

4.1.5 Naive Bayes 

Naive Bayes is the type of ML algorithm that uses supervised learning principle. It is used 

for the problems that are of classification types. The working mechanism of Naive Bayes 

is derived from Bayes Theorem. It predicts by calculating an object’s probability. Since 

the principle of Naive Bayes is rooted in Bayes Theorem, so a brief introduction to it is 

necessary. With prior knowledge, the Bayes Theorem is used to calculate the likelihood of 
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a hypothesis. It uses conditional probability principle. The formula for Bayes’ Theorem is 

given below. 

 

 

Now, the working principle of Naive Bayes can be expressed by the following algorithm. 

4.1.5.1 Algorithm 
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4.1.5.2 Results 

After applying Naive Bayes to my dataset, the results that I’ve got are given below. 

TABLE 6: PERFORMANCE OF NAIVE BAYES MODEL 

Accuracy 

on 

testing 

data 

Accuracy 

on 

training 

data 

 

Precision 

 

Recall 

 

F1 

Score 

 

AUC 

 

Sensitivity 

 

Specificity 

 

87.98% 

 

86.83% 

 

94.01% 

 

85.93% 

 

89.79% 

 

88.59% 

 

85.93% 

 

91.25% 

 

 

Figure 4.1.9: Confusion Matrix of Naive Bayes model 

 

4.2 Discussion 

From the above analysis, I am summarizing the performance of the algorithms that I used 

in the following table and ROC graph.  
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TABLE 7: PERFORMANCE OF THE ALGORITHMS 

 

Algorithm 

Accuracy 

on 

testing 

data 

Accuracy 

on 

training 

data 

 

Precision 

 

Recall 

 

F1 

Score 

 

AUC 

 

Sensitivity 

 

Specificity 

Random 

Forest 

 

99.03% 

 

100.00% 

 

100.00% 

 

98.43% 

 

99.21% 

 

99.21% 

 

98.43% 

 

100.00% 

 

KNN 

 

94.71% 

 

92.87% 

 

99.15% 

 

92.18% 

 

95.54% 

 

95.46% 

 

92.18% 

 

98.75% 

Logistic 

Regression 

 

94.23% 

 

92.02% 

 

93.93% 

 

96.87% 

 

95.38% 

 

93.43% 

 

96.87% 

 

90.00% 

Naive 

Bayes 

 

87.98% 

 

86.83% 

 

94.01% 

 

85.93% 

 

89.79% 

 

88.59% 

 

85.93% 

 

91.25% 

 

 

Figure 4.2.1: ROC curve of the algorithms 
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From the above tabular representation, ROC graph and the result analysis of each of the 

algorithms that I have used, it is obvious that Random Forest classifier outperformed the 

other algorithms in all of the performance metrics. It did an outstanding job in the 

Sensitivity metric which is very important in the case of building a model that will be used 

in healthcare and prognosis.  

 

4.3 Implementation and Deployment 

After doing all the above result analysis, for demonstrating the use of the model I have 

deployed it by a web and an android application. For doing this implementation and 

deployment I have selected the top 10 features using Feature Selection technique 

represented in the following figure according to the model created by Random Forest since 

that was the best performing algorithm.  

 

Figure 4.3.1: Feature Selection 
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Using these top dataset features I have built the prognosis model and implemented and 

deployed it as the applications. The Implementation and Deployment process is represented 

in the following figure. 

 

Figure 4.3.2: Implementation and Deployment Process 

 

The features and working mechanism of these applications are discussed below. 

i. Users can login to their profile by their “username” and “password”. 

ii. In their profile dashboard they will find 3 features: Prediction, Nearby Hospitals 

and Find Doctors. 
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Figure 4.3.3: Dashboard Feature (Web) 

 

 

Figure 4.3.4: Dashboard Feature (Android) 
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iii. In the Prediction feature users can enter their required data according to my model 

and get their predicted result. 

 

Figure 4.3.5: Prediction Feature (Web) 

 

Figure 4.3.6: Prediction Feature (Android) 
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Figure 4.3.7: Predicted Result (Web) 

 

 

Figure 4.3.8: Predicted Result (Android) 
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iv. In the Nearby Hospitals feature users can enter the area name in which they want 

to find the hospitals and can see the hospitals in that area using Google Maps. 

 

Figure 4.3.9: Nearby Hospitals Feature (Web) 

 

Figure 4.3.10: Nearby Hospitals Feature (Android) 
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v. In the Find Doctors feature users can enter an area name and find out the doctor 

names, hospital names and their contact numbers. 

 

Figure 4.3.11: Find Doctors Feature (Web) 

 

Figure 4.3.12: Find Doctors Feature (Android) 
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CHAPTER 5 

Impact on Society, Environment and Sustainability 

 

5.1 Impact on Society 

I think my research will have a good impact on society if I consider it in the context of 

Bangladesh. A big portion of Bangladeshi people are suffering from Diabetes and a good 

number of them are young people. By using Machine Learning, detecting Diabetes at an 

early stage could be life-saving and beneficial for prolonging the lifespan of an individual 

in the long run. In Bangladesh, the majority of the population is not so concerned about 

their health. So, if they can check their Diabetes status easily by an intelligent computer 

system that I have built in this research without going to the doctor frequently, I think it 

will impact a lot in the long run in the society of Bangladesh. 

 

5.2 Ethical Aspects 

The research that I have done is completely ethical. The data that I have collected were 

collected with full consent from each individual and these data were only used for this 

research. More importantly, the overall project that I have done will be used for the 

goodwill of mankind. So I think there is no ethical concern about this research. 

 

5.3 Sustainability Plan 

I started this research with a long-term plan. I think I have completed many of these plans. 

Since I have done this research almost alone in the middle of a pandemic, I also couldn’t 

do it properly the way I thought. But if I can overcome these problems in the future then 

this project will definitely be improved. 
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CHAPTER 6 

Summary, Conclusion, Recommendation and Implication for Future 

Research 
 

6.1 Summary of the Study 

The prevalence of Diabetes is enormous in Bangladesh and young people are no exception. 

My study also came up with the same fact. Detecting Diabetes at an early stage is very 

crucial for the healthy life that a diabetic patient need. For this purpose, I built a Machine 

Learning based model. In the model building process, four classic Machine Learning 

algorithms were used. The best performing model which was Random Forest model was 

deployed as a web and an android application as well. 

 

6.2 Conclusions 

This research is a big part of the process of fulfilling my Bachelor’s degree. When I started 

this research, I didn’t know much about Artificial Intelligence and Machine Learning and 

how they are used in the medical and healthcare sectors. Over time I have learned a lot 

while doing this work and started to enjoy the field of AI. Since I am enjoying it, I am still 

learning and improving. I hope that this research will be useful in the field of Diabetes and 

Machine Learning research and in the long run the people of Bangladesh will be benefited. 

 

6.3 Implications for Further Study 

The doors are opened. More thorough and profound research is demanded in the field of 

Diabetes and Machine Learning, particularly in the context of Bangladesh. Even the 

research that I have done has a lot more room for improvement. A great volume of data 

should be collected since Machine Learning works amazingly well with a good amount of 
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data. Other advanced Machine Learning algorithms and more sophisticated AI techniques 

like Artificial Neural Network, Deep Learning can be used for building a much more 

intelligent and efficient model. The model can be deployed at a production level with more 

features and advanced technologies. 
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