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ABSTRACT 

 

This research titled “Sentiment Analysis on Bangla Conversation Data Using Machine 

Learning Approach” is from conversations people's sentiment during the conversation 

period can be extracted as valuable information. In the field of NLP, text analysis and 

conclusion of any information as summarization can be done by Sentiment Analysis. The 

necessity of sentiment analysis of a conversation is increasing because of the use of 

conversation for customer support portal in many e-commerce platforms and crime 

investigations on digital evidence. Other languages, like English have enriched libraries 

and resources for natural language processing but there are very few works done over 

Bangla language. Because of the grammatical complexity in Bangla language, it is more 

difficult to extract sentiments from Bangla conversation data. That's why it opens the door 

of huge scopes of research. A machine learning approach was applied to extract sentiment 

from Bangla conversation. For that, Support Vector Machine, Multinomial Naïve Bayes, 

K-Nearest Neighbors, Logistic Regression, Decision Tree & Random Forest was used. 

From the dataset, extracted information was labeled as Positive and Negative. 
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CHAPTER 1 

INTRODUCTION 

1.1  Introduction 

People have conversations in their daily life. People express their feelings and opinions in 

their conversations. These feelings and opinions can be categorized into sad, anger, happy, 

worried, disgusted, frightened, complement, motivation, suggestions, neutral etc. In our 

research work we merged them into two main categories of Positive and Negative. Our 

model can identify whether a part of any conversation is positive or negative. These two 

categories expose the sentiment of the people who said it. Analyzing sentiment from 

people’s speech is a tough job because in a single sentence people can express various 

types of sentiment at the same time. Only the people who listen to it, can understand the 

sentiment properly. Our proposed model can extract sentiment from people’s conversation 

with a closer accuracy of real life. 

 

1.2 Motivation 

Customer support and customer feedback plays an important role to analyze the 

performance, brand monitoring and reputation management of any organization. People’s 

complaints and recommendations through online catboats are easier medium right now. 

That's why in every moment a lot of conversations are generated like phone call recording, 

email response, chat box etc. More than 228 million of people use Bangla as their first 

choice. People all around the world use Bangla language to communicate with nearest and 

dearest one in daily basis. Most of the popular social media have Bangla version of their 

web or android app platforms. From the platforms a large amount of Bangla conversation 

data generated in every seconds. So it is needed to extract people’s sentiment from these 

conversations. Because of the availability of various social media, now it is more 

convenient to gather reviews or recommendations through conversations. In case of 

product analysis, people discuss among them about the uses of any products whether it is 

good or bad. Crime investigation can also be done as every digital crime has its own 

footprint that sometimes remains in conversation between suspect to victim or suspect to 

suspect. 
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1.3 Rationale of the Study 

In this era Artificial Intelligence and Machine learning is an important field of CSE. Natural 

Language Processing is one of the popular field for text analysis and text summarizations. 

Like people Machine learns by itself and improves its performance by experience. Data 

and Machine learning algorithms are complementary to each other. The main goal of 

machine learning is to build a model that can perform well based on the dataset it feeds 

during the training procedure and this performance gives a promising accuracy of that 

model. Machine learning works on a large scale to solve critical and complex prediction 

and analysis tasks. In our work, we apply machine learning algorithms to extract sentiment 

from people’s conversation. 

 

1.4  Research Questions 

 

 Does it predict an actual output by given sample data with your system? 

 Can it extract sentiment of Bangla conversation data using a machine learning 

algorithm? 

 Does every algorithm work perfectly (yes/no)? 

 

People's subconscious minds are frequently changing based on the environmental 

conditions and situations they faced. It is a critical task to trace the specific sentiment of 

specific moments from someone's conversations. We have trained our model with a huge 

amount of data and got good accuracy. We are so confident about our model that we can 

correctly predict accurate results whether the conversation is positive or negative.  

We have used seven machine learning algorithms such as Support Vector Machine, 

Multinomial Naïve Bayes, K-Nearest Neighbors, Logistic Regression, Decision Tree, 

Stochastic Gradient Descent and Random Forest. And we have obtained a good result from 

SVM and Multinomial Naïve Bayes. However, other algorithms also give satisfactory 

performance but not as good performing algorithms. 
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1.5 Expected Outcome 

In this research work we proposed a model that can extract sentiment from conversation as 

positive or negative sentiment. To pursue that we split our dataset into 80:20 ratio. For 

training purposes we used 80% data and for testing purposes we used 20% data. It helps to 

increase the accuracy of the model. Based on the training dataset the accuracy of the model 

fully depends on the training dataset. We have used some techniques such as changing the 

parameters of machine learning models to get more accurate results. We achieved about 

86% accuracy on the Support Vector Machine. Rest of the algorithms perform closely to 

the highest accuracy. 

 

1.6 Report Layout 

Chapter 1 In this section we have talked about the inspiration of our task, targets, and 

furthermore the normal result of our undertaking. 

Chapter 2 We have presented about the foundation of our work and examine about others 

related works, similar investigations, the extent of the issues and difficulties in this section. 

Chapter 3 we are taking about our research subject and instrument used and also our data 

collection procedure and statistical analysis and also implementation. 

Chapter 4 In this chapter we are taking out our research experimental result and 

descriptive analysis and find out summary. 

Chapter 5 In this chapter we are talking about summary of prediction and conclusion and 

we have also added further study process. 
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CHAPTER 2 

BACKGROUND 

 

2.1 Introduction 

Sentiment refers to a subjective response of a person. It means any physical response, 

mental pleasure or pain or repulsion. The needs of sentiment analysis are increasing day 

by day because it's widely used all over the world in many sectors. The uses of sentiment 

analysis lies on customer support, customer feedback, product analysis, crime investigation 

etc. Without this time worthy facility provided by sentiment analysis, it is quite impossible 

to analyze huge amounts of text data from different languages. As a human being people 

can easily understand that but for machines it is quite tough to extract exact emotion or 

sentiment from any conversation. Every conversation there are different types of sentiment. 

In our entire research work we tried to find out the people's sentiment that relies on their 

conversation. 

In the upcoming part, we discuss our related works, project summary, challenges. In related 

works we will discuss the research works that have been done so far in this field. In the 

project summary and challenges section we will discuss the technical and analytical things 

along with the challenges to increase the accuracy of machine learning algorithms. 

 

2.2 Related Works 

Extracting sentiment from Bangla conversation data is an approach to classify any 

conversation whether it is positive or negative. In this paper [1] data was collected from 

Facebook groups through API. To simplify data, Tf-Idf, Bag of Words, word2vec methods 

used here. Tf-Idf counts the frequency of each word in the sample text. To find synonyms 

of each word to increase variation of train data word2vec was used. They labeled them into 

positive, negative and neutral. By applying a deep learning approach, in case of character 

level and word level mode they obtained about 80% and 77% accuracy to extract sentiment 

from their data. [2] They tried to establish a system that can detect fraud activity from real 

time messages in Facebook messenger. Content analysis, matrix pre-processing and natural 

language processing using semantic model and cosine similarity was also proposed to 
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detect fraud activity. At the same time an android app was developed to analyze the chat 

content. In [3], they aimed to identify the sentiment from social media data.  From the 

Facebook group post they collect data and two methods were applied to find the polarity 

of a post. Naive Bayes approaches used to lexical resources. They found lexicon based 

approach gives better performance in that specific domain. In paper [4], on Romanized 

Bangla and Bangla text that was collected from various social media a sentiment analysis 

was performed. With categorical cross entropy loss they obtained 78% accuracy by 

applying a RNN LSTM to train their model. This paper [5], tried to detect sentiment from 

twitter posts using a semi-supervised method. Firstly they used a rule based classifier to 

train data and split the post into positive and negative polarity. Support vector machine and 

Maximum Entropy algorithm used here and 93% accuracy achieved. This paper [6] 

proposed a model that can analyze paragraph text data. They used bag of words method 

and lexical analysis approach to extract sentiment from a paragraph. In this paper [7] they 

want to analyze twitter posts with the help of machine learning. Moreover, an element 

vector was presented to gather and infer people’s feelings to these posts. Another paper [8] 

tried to analyze twitter post sentiment in a specific domain. They proposed a new feature 

vector that can classify positive and negative sentiment from twitter posts. This research 

work [9] used Naive Bayes and Decision tree machine learning algorithms to analyze 

twitter data for sentiment analysis. Their proposed model uses Apache spark, because it is 

scalable and fast. This paper [10] tried to analyze customer reviews of a restaurant applying 

some classifier based machine learning algorithms. From their dataset they obtained 

94.56% accuracy on the SVM classifier. 

 

2.3 Research Summary 

In this research work we tried to develop a model that can extract sentiment from Bangla 

conversation data which is the most significant for this study. Support Vector Machine, 

Multinomial Naïve Bayes, K-Nearest Neighbors, Logistic Regression, Decision Tree, 

Random Forest and Stochastic Gradient Descent implies to python to get outcome from 

our research work. In terms of communication, conversation is the significant medium to 

communicate. We differentiate the conversation into positive and negative sentiment. It 

was our approach to collaborate communication along with machine learning. 
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2.4 Challenges 

To collect data we faced a lot of difficulties as Bangla language dataset and resources are 

not so available. That’s why we were challenged to collect our data. Data collection is not 

so easy in a manual manner.  We have collected our data from Bangla movie and short film 

scripts as it is a huge source of Bangla conversation data. This procedure was not as easy 

as the movie and short film script has copyright issues. In this case our honorable supervisor 

ma’am refer us to script writers so that we can collect our data. 

 

 Collecting proper conversation data 

 Preprocessed them for machine learning model 

 Collecting stop words for Bangla language 

 Finding appropriate python library packages 

 Improving the model accuracy  
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Introduction 

The research methodology and procedures will be described in this chapter. In addition, 

tools for the research project, data collection, data pre-processing, model selection, 

statistical analysis, and its implementation will be discussed in this session. In Figure 3.1, 

we can see the full methodology at a glance. 

 

 

 

 

 

 

 

 

 

Figure 3.1: Methodology at a Glance 

 

3.2 Research Subject and Instrumentation 

 
To find appropriate research methods, research instruments play a vital role. It helps the 

researcher to select which method keeps good pace with their work. Every research work 

follows a common manner to gain the expected outcome which denotes the research 

objective. To accomplish that several terms need to classify: 

 

 Which data should be collected? 

 How to ensure that the collected data are okay?   

 How should each data be organized? 
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 How should each data be labeled? 

 

3.3 Data Collection Procedure 

  
From various Bangla movie and short film scripts we collected conversation data for our 

research work. These conversations covered a large scale of topic like food, family, 

motivation, fraud, business, friends etc.  

 

 

 

 

 

 

 

 

 

 

Figure 3.2: Sample Data 

We have collected about 1141 data. These conversations include emotions like happy, sad, 

anger, worried, afraid etc. These categories help us to differentiate the whole dataset into 

two main categories of Positive and Negative. Among 1141 data there was 570 data for 

positive sentiment and for negative it was 571 data. Figure 3.2 shows the sample dataset.  

 

 

 

 

 

 

 

Figure 3.3: Class Label Distribution 



©Daffodil International University                                                                                               9 

3.3.1 Data Preprocessing and Organizing 

Firstly, we collect data from scripts and store them into an xlsx file. The dataset we have 

collected has two attributes. These are Positive and Negative. As we already discussed, we 

collect data from movie and short film scripts as conversation. Every conversation starts 

with a single word or single sentence. People can express their feelings, emotions and 

thoughts through a single word or sentence. To classify these expressions into two main 

attributes we merged happy, joy, motivation and thankfulness into Positive conversations 

and for Negative conversation we merged sad, anger, backbiting and worries. 

During pre-processing, we remove punctuation in the first step. In Natural Language 

Processing, for every language it is essential to identify and remove stop words. For our 

research work we have collected Bangla stop words and removed them to clean our data. 

There were about 410 stop words in Bangla language. For example: ‘অতএব’,  ‘অথচ’,  

‘এই’, ‘একই’,  ‘একটি’,  ‘হয়’,  ‘হয়ততো’,  ‘ককন্তু’,  ‘কী’,  ‘কক’ etc.  

 

 

 

 

 

 

Fig 3.4: Removing Stop Words and Punctuations 

 

 

 

 

 

 

 

 

 

Fig 3.5: Cleaned Data 
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Fig 3.4 shows the python code for removing Bangla stop words and punctuations. Fig 3.5 

shows the cleaned data what we pre-processed. 

 

 

 

 

 

 

 

 

 

Fig 3.6: Word Frequency 

 

 

 

 

 

 

 

 

Fig 3.7: Character Frequency 

 

To extract feature from each of the conversation, number of words and number of 

characters is needed. Fig 3.6 and Fig 3.7 shows the result respectively. 

After preprocessing procedure label encoding method applied to the sentiment column. 

And then a pickle file generated. Pickle file contains temporary data for reuse and also 

saves time during runtime execution. In this work, our cleaned data is stored as a pickle 

file for upcoming procedures. We need to demonstrate our dataset data where highlights 

are age, Occupation, house type, want switch job and we are giving low highlighting to 

other attributes. In Fig 3.8, cleaned data along with counts of each conversation length and 

character is shown. 
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Fig 3.8: Sample of Cleaned Dataset 

In case of data summary, we extract data statistics along with respective class names. Fig 

3.8 shows number of total words, documents and total number of unique words in our 

dataset. 

 

 

 

 

 

 

 

 

 

 

 

Fig 3.9: Data Statistics of Cleaned Data 

 

3.4 Machine Learning Algorithms 

To know the accuracy on our dataset we applied some classifier based algorithms. These 

are Support Vector Machine, Multinomial Naïve Bayes, K-Nearest Neighbors, Logistic 

Regression, Decision Tree, Random Forest and Stochastic Gradient Descent.   
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Decision Tree classifier works like a flowchart as a tree structure, where each internal 

node indicates test on an attribute, every single branch represents an outcome of the test, 

and every leaf node holds a class label.  

Among all of the machine learning algorithms K-NN is the simplest one. The motivation 

behind the algorithm is to find a predefined number of training samples closest in 

distance to the new point and also predict the label from these.  

Support Vector Machine algorithm is a supervised machine learning algorithm. It can 

solve both classification and regression problems. It is also suitable for both linear and 

nonlinear separable data. We can make the result more efficient by using kernel tricks. 

Random Forest is the well-known learning method for classification and regression. 

During training time, it constructs a number of decision trees. It sends the new case to 

each of the trees to classify the new case. 

Naïve Bayes classifier assumes that the presence of a particular feature in a class is 

unrelated to the presence of any other feature. It is a technique based on Bayes’ Theorem.  

This model is easy to build and particularly useful for very large datasets. Naïve Bayes 

is known to outperform even highly sophisticated classification methods. 

Logistic Regression model can build a model of probability from a class or event. For 

example, to determine an image category that contains photos of various animal that can 

be explored to a model of several classes. 

Stochastic Gradient Descent is known for optimizing any algorithm that mainly 

propagated in machine learning algorithms in order to find the related parameter of the 

model to fit predicted and actual outputs. 

Needed all algorithms and libraries are imported. Used libraries are Pandas, Numpy, 

Tensor flow, Keras, Seaborn, Pyplot, Scikit-learn, Tf-idf, Matplotlib etc. 

 

3.4.1 Statistical Analysis 

About 571 records for positive and 570 records are for negative conversations in our 

dataset. For the dataset splitting purpose we used train-test split function. We followed 

supervised machine learning techniques. To train our model we used 80% of our data and 

for test 20% of data used. In number 912 data used for trains and 229 data used for test 

purposes. In figure 3.6, a dataset flowchart along with the uses of the dataset for our 
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proposed model. Support Vector Machine, Multinomial Naïve Bayes, K-Nearest 

Neighbors, Logistic Regression, Decision Tree, Random Forest and Stochastic Gradient 

Descent algorithms are applied to build our model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.10: Proposed Model Structure 

 

In this figure, we have shown that how we have done our research shortly details. In this 

figure (3.6), we can know how to go ahead for our target step by step.  

 

3.5 Implementation Requirements 

 
 Python 3.9: Python 3.9 is the latest version till now. It is a high-level 

programming language. Most of the researchers use it to do their research.   

 Google Colab: Google Colab is a free to use open-source distributor of Python 

programming language. For online teamwork purposes we use it. 

 Anaconda: For scientific computations Anaconda is an offline distribution for 

Python and R programming language. We used Jupyter Notebook for faster 

execution. 

 Operating System: Windows (7, 8.1 or 10).   
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 Browser:  Google Chrome.   

 RAM & ROM: Hard Disk (Minimum 4 GB), ROM (Minimum 4 GB) 
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CHAPTER 4 

EXPERIMENTAL RESULT AND DISCUSSION 
 

 

4.1 Experimental Setup 

To create our model and to execute codes some information is needed. The following setup 

process are maintained:  

 As we want to extract sentiment from conversations the first and foremost task is 

to collect conversation data.  

 It was a challenge for us to collect our desired data. We tried to make the dataset 

more suitable and subjective to our aims. For that we collect conversation data from 

Bangla movie and short film scripts. 

 All possible types of conversation exist in communication systems founded from 

the data resource.  

 We collect them as sentences and store them into an xlsx file by naming the 

conversation type whether it is positive or negative conversation. 

 After preprocessing process data is usable for utilizations. 

 This was the finished line point and we started the further preparation 

 

4.2 Model Summary 

Here in this work we use machine learning algorithms to pursue Natural Language 

Processing objectives. From two main attributes our model gets trained by extracting all 

features of each sentence. For this procedure a method named tokenizer is introduced here. 

Tokenizer breaks sentences into segments of words. These unique or more frequent words 

make attributes more identical. 

Moreover, Tf-idf is also such a numerical statistic that explores the necessity of a word in 

a document.  Some of the relevant works follow this method for different languages. Their 

success influenced us and we found out the best accuracy from our machine learning 

algorithms. 
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4.3 Experimental Result and Analysis 

 According to our requirement we update our model and dataset. From this modification, 

we can accomplish that our used classifier is exactly usable for a wide range of use 

according to our dataset. As our expectations we achieved 86% accuracy from our 

proposed mode which is a fruitful outcome. This performance of the model creates a path 

to think about the improvement in results. 

The research result was focused to identify whether a conversation is positive or negative. 

We have applied classifiers based on different machine learning models to extract the 

conversation type. The result has two criteria of “positive” and “negative”. There were 

1141 data for training each of the models. We get various accuracy on different models. 

Among 7 models the Support Vector Machine (SVM) and Multinomial Naive Bayes 

perform well with highest accuracy. As we already discussed, we collect data from scripts 

as conversation. All conversations have people's emotions like, happy, sad, worries, 

annoyed, motivation etc. We merged and categorized them into two main types, positive 

and negative. The decision making capability of the classifiers was measured by their 

performance. Accuracy, precision, recall and F-score were used to determine the 

performance of classifiers. For a classifier the overall accuracy was considered as adequate 

standard. In the test set it is necessary to have a notion of the correctly classified samples. 

 

Table 4.1: Accuracy of Classifiers 

 

 

 

 

 

 

 

 

 

In Table 4.1 the accuracy scores obtained for the classifiers built are given. Here it is clear 

that the Support Vector Machine gives the highest accuracy score of 0.85589 and 

Classifier Accuracy 

Random Forest 74.24% 

Decision Tree 76.42% 

Logistic Regression 82.53% 

KNN 82.97% 

SGD 83.41% 

Multinomial Naïve Bayes 85.15% 

SVM 85.59% 
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Multinomial Naive Bayes gives almost similar accuracy of 0.8513. That’s why it was 

needed to calculate the other performance measures to decide a suitable classifier for our 

dataset. 

 

Table 4.2: Precision of Classifiers 

 

 

 

 

 

 

 

 

 

To measure the class agreement of the data labels with the positive labels given by the 

classifier the precision is used. We have to calculate the precision scores for each of the 

two class labels because it is directly relevant to class labels. In table 4.2 the values for 

each of the classifiers is given along with the 2 labels we used in this research work. We 

can see that the classifier Random Forest gives a score of 0.93 and Multinomial Naive 

Bayes gives 0.85 for positive conversation.  

 

Table 4.3: Recall of Classifiers 

 

 

 

 

 

 

 

 

Classifier Precision 

Random Forest 67.01% 

Decision Tree 69.62% 

Logistic Regression 79.23% 

KNN 79.39% 

SGD 79.55% 

Multinomial Naïve Bayes 85.96% 

SVM 81.68% 

Classifier Recall 

Random Forest 96.55% 

Decision Tree 94.83% 

Logistic Regression 88.79% 

KNN 89.66% 

SGD 90.52% 

Multinomial Naïve Bayes 84.48% 

SVM 92.24% 



©Daffodil International University                                                                                               18 

To identify class labels Recall is known as sensitivity of the measurement that represents 

the effectiveness of the classifier. We also focused here to get a score close to 1 for the 

positive class label. In table 4.3 the recall scores for two class labels and the classifiers are 

shown. For positive conversation the recall score 0.92 was obtained for Decision tree and 

Support Vector Machine. 

The relationship between positive labels and those given by the classifier can be obtained 

by F1-score. We can calculate it by taking the harmonic mean of precision and recall for 

all the 2 labels across all the classifiers. For deciding the best model of classifier the score 

close to 1 for the positive class label was considered. In table 4.4 the F1-scores for the class 

labels are shown. The classifiers Support Vector Machine and Multinomial Naive Bayes 

and Stochastic Gradient Descent have the best to decide the optimal classifier for our 

dataset. 

Table 4.4: F1-Score of Classifiers 

 

 

 

 

 

 

 

 

 

Our objective is to extract sentiment from Bangla conversation data with higher precision 

which was achieved by Random Forest, Multinomial Naïve Bayes and Support Vector 

Machine (SVM). With remarkable accuracy SVM, Multinomial Naïve Bayes and SGD 

perform well among the classifiers. It is clearly seen from the tables SVM, Multinomial 

Naive Bayes and Random Forest give the best performance as individual classifiers. As 

our dataset is much more concise and because the labels are weakly known Support vector 

machines work well for the problem. And as there are fewer dimensions or features K-

Nearest Neighbor works well. The assumption of class conditional independence will work 

only for a huge dataset; that's why the Decision tree does not give a good performance here. 

Classifier F1-Score 

Random Forest 79.15% 

Decision Tree 80.29% 

Logistic Regression 83.74% 

KNN 84.21% 

SGD 84.68% 

Multinomial Naïve Bayes 85.22% 

SVM 86.64% 
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Fig 4.1: Performance Analysis 

 

To avoid over fitting and robustness, it is needed to have a strong correlation over fitting 

nuts; though it is not exceptional. As it is not robust to noise and does not generalize well, 

future observed data Decision trees do not work too well. In Fig 4.1 the overall performance 

comparison is shown. 

 

4.3.1 Prediction 

We have tried to test our model by using a random conversation data and we got a result. 

In Figure 4.2 and 4.3, we can see that our proposed model can extract sentiment from 

Bangla conversation data.  

 

 

 

 

 

 

 

 

Figure 4.2:  Predicting Positive Conversation 
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Figure 4.3:  Predicting Negative Conversation 

 

4.4 Discussion 

According to our requirement we update our model and dataset. From this modification, 

we can accomplish that our used classifier is exactly usable for a wide range of use 

according to our dataset. As our expectations we achieved 86% accuracy from our 

proposed mode which is a fruitful outcome. This performance of the model creates a path 

to think about the improvement in results.  
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CHAPTER 5 

SUMMARY, CONCLUSION, IMPLICATION FOR FUTURE 

RESEARCH 

 

 

5.1 Summary of the Study 

Conversation is a common medium used in our daily life and it is an essential part of 

communication. Each conversation contains people’s feelings, emotions and thinking. 

Sentiment analysis is becoming a crucial term in the digital era. In every moment all over 

the world a large amount of conversations are generated. To ensure best customer support, 

informative crime investigation it is needed to extract sentiment from conversation data. In 

our research, we tried to extract sentiment from a conversation with the help of various 

machine learning algorithms. Our proposed model can extract people’s sentiment from 

their conversation. We believed this outcome of our research work opens a door to the 

scope of conversation data analysis. 

 

5.2 Conclusion 

This research work concludes with an expected outcome of extracting sentiment from 

Bangla conversation data. Text mining and text analysis are very new terms in Bangla 

language. Though it's a tough task to work with some limitations, lacking the resources we 

tried to overcome these difficulties. Technology makes the communication sector easier 

with advancement. But embracing the advancement by ensuring the control of enormous 

data is necessary for us. We should be concerned about these terminologies to make the 

world of data more accessible and convenient. 

 

5.3 Future Work 

This research work proposes a methodology that finds the scopes to work with Bangla 

conversation data. To accomplish that, machine learning models were trained from Bangla 

conversation data and able to extract sentiment from those conversations. There is a scope 

to apply a deep learning approach in our dataset to improve the efficiency. Here in this 
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work we extract sentiment as a positive and negative category. But on a large scale, 

people’s emotions and sentiments as an individual like sadness, anger, neutral, happiness, 

fear can also be extracted. For real time conversation data, by converting real time 

conversations into text and analysis sentiment from these conversations can also be done. 

However, scope lies in every possible opportunity. And opportunity revealed innovation 

and evolutions. 
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