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ABSTRACT 

 

Heart disease is the main reason for death in the world in the course of the most recent 

decade. As per late study by WHO (World health organization) 17.9 million people die 

every year because of these type of diseases and it is expending quickly. With the 

expending populace and disease, it is become a challenge to diagnosing sickness and giving 

the appropriate therapy at the ideal time. But early prediction of heart disease may save 

numerous lives. However utilizing data mining methods can lessen the quantity of test that 

are required. In order to diminish number of death from heart disease there must be speedy 

and proficient detection procedure. This paper targets analyzing the different data mining 

procedures in particular Naive Bayes, Random Forest Classification, Decision tree and 

Support Vector Machine by utilizing a certified data set for heart disease prediction which 

is comprise of different features like sex, age, chest pain type, blood pressure, glucose and 

so forth. The research incorporates finding the correlations between the different features 

of the data set by using the standard data mining methods and hence utilizing the features 

appropriately to anticipate the possibility of a heart disease. These machine learning 

methods take least time for the prediction of the disease with more exactness which will 

reduce the dispose of valuable lives all over the world.  
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

A human body is comprised of various organs, all of which their own activities. Heart is 

one such organ which pumps blood throughout the body and on the off chance that it does 

not do as such, the human body have lethal conditions. One of the fundamental reasons of 

mortality today is having a heart disease. So, it gets important to ensure that the 

cardiovascular system or any other system in the human body besides should stay sound. 

Unfortunately, all over the world have been facing cardiovascular infections.  

According to world Health Organization, 31% of all global deaths occur every year because 

of cardiovascular diseases. The huge number of deaths is regular among low and middle-

income countries. In Bangladesh too, heart related diseases have become the main cause 

of mortality. 

Many predisposing factors like individual and professional habits and hereditary 

predisposition accounts for heart disease. Different accustomed rick factors such as 

smoking, excessive use of alcohol, stress and physical inactivity alongside other 

physiological factors such as obesity, hypertension, high blood cholesterol and previous 

heart states are predisposing factors of coronary illness. A big challenge facing medical 

care (hospitals, medical centers) association is the arrangement of quality services at 

reasonable expenses. For this reason, effective and proper prediction of heart related 

disease is very necessary. Data mining techniques can be helpful in predicting these types 

of disease. Data mining is the way to take out valuable data and information from enormous 

data sets. Several data mining techniques such as regression, clustering, association rule 

and classification techniques are used to classify different heart disease features in 

prediction heart diseases. In our research we use the classification techniques like Decision 

tree, K-Nearest Neighbor and Support Vector Machine to predict heart related diseases 

using an effective data set. The classification model is advanced utilizing classification 

algorithms for prediction of heart disease. By using various type of classification 

algorithms for predicting heart disease made comparison among the existing systems. In 
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this paper, we also mention future scopes of this   research and progression possibilities. 

This paper can boost to significantly enhance the quality of clinical decisions.  

1.2 Motivation 

Like other South Asians, Bangladesh is unduly in client to create CAD (Coronary Artery 

Disease) which is mostly untimely in beginning follows a quickly dynamic course and 

angiographically more intense. Of all South Asians nations, Bangladesh presumably has 

the most elevated paces of TVD Cardiovascular disease and is the least studied in the 

worldwide battle against. Bangladesh is a country ‘missing in action’. We notice that a lots 

of people around us have to face heart related problem but they do not find the main reason 

behind this heart related problems. Besides the people of our country have less income. 

This affected people do not have the ability to diagnose these type of heart related disease 

for its huge amount of cost. The cost of diagnosis of the heart disease is very high because 

it is the most difficult task in the medical field. All the factors such as bad eating habit, 

absence of rest, depression, obesity, poor diet, family history, hyper tension, high blood 

cholesterol inactive conduct, smoking are taken into consideration when analyzing and 

understanding the patients by the specialist through manual check-ups at normal time 

frames. After consider this situations, we thought that data mining techniques can be very 

effective in healthcare management. For this reason, we took decision to use data mining 

techniques like classification predict heart disease by analyzing an effective data set. 

1.3 Objectives 

 Make a complete database by correcting essential data.  

 Study the cause of heart related problems.  

 Detect the heart disease quickly by following different techniques. 

 Reducing the cost to detect heart disease. 

 Find a solution to save our lives from heart disease.  
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1.4 Expected Outcome 

 Increase the accuracy rate of early prediction of heart disease. 

 Development of health sector we can detect the heart disease. 

 Decease the early death for heart disease. 

  General people can take proper steps at appropriate time. 

 We develop a system that predict heart disease at a short time. 

 We make our system feasible to all users. 

1.5 Report Layout 

The report is decorated with five chapters. Different aspects of each chapter are discussed 

about “Heart Disease Prediction Using Traditional Machine Learning”. Various parts of 

each chapter are explaining here in detail. 

 Chapter 1: Introduction 

Important theoretical concepts behind the project are discussed in this chapter. We 

also discuss about motivation, objectives and expected outcomes of this project 

here. 

 Chapter 2: Background 

Related works, research synopsis, extent of the issues and challenges that are faced 

were discussed in this chapter. 

 Chapter 3: Research Methodology 

Research subject and instrumentation, process of data collection, statistical analysis 

of data, choosing methodology and requirements for implementation are discussed 

in this chapter. 

 Chapter 4: Experimental Result & Discussion 

Experimental setup and outcomes, analysis of the outcomes are discussed in this 

chapter. 

 Chapter 5: Summary, Conclusion and Implication for Future Research 

Summary of the full study, conclusion and further work are discussed in this last 

chapter. 
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CHAPTER 2 

BACKGROUND 

2.1 Introduction 

Heart disease affects millions of people and remains the leading cause of death in world 

wide. Data mining techniques that helps our technology to classify different features. In 

our research paper we have used classification techniques to predict heart disease. For this 

detection process at first, we need an efficient data set which have a good number of 

features. Then we need to follow some essential criteria like data prepossessing, data 

selection and accuracy checking. Different types of machine learning algorithm analysis 

will be discussed. 

In this chapter, we give the details about the recent work, related work, research summary 

and details about the scope of our work. Our goals and challenges that we have face are 

also represented here briefly. 

2.2 Related Work 

There are vast use of data mining for prediction process. In medical section prediction 

process is very important. So data mining is extremely helpful in this sector. A good 

collection of recorded data can be helpful in predictions. Many diseases can be predicted 

quickly and efficiently by the use of different techniques of data mining. Researcher are 

using data mining techniques for the more colossal disease such as Heart Disease, Cancer 

etc. Uses of data mining techniques for prediction breast cancer indicates that, it can be 

given more accurate result of predicting this disease. Cancer sells at different states help to 

know the present condition and the changes after taking particular drug. Diabetes 

prediction also been predicted by this techniques.  

Jyoti Soni showed in her paper decision tree and Bayesian classification’s performance can 

be improved subsequent to utilizing genetic algorithm. On this paper she explain that what 

is the analysis before in using genetic algorithm and the analysis after. Clustering 

classification was used for that method. Clustering base performance was seen in this 

classifications. 
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Poornima Singh, Sanjay Singh and Jayatri S Pandi-Jain developed an effective heart 

disease prediction system (ESDPS) using neural network which can use for predicting the 

risk level of heart disease. Using 15 parameters of medical such as age sex, blood pressure, 

cholesterol and obesity the system can predict the likelihood of patient getting heart 

disease. It can process significant knowledge about relationship between medical factors 

related to heart disease and patterns that to be established. The results which are obtained 

from it represented that system can effectively predict the risk level of heart diseases. The 

system predicts heart disease with~100% accuracy by using neural networks. 

2.3 Research Summery 

Nowadays most hospitals take some steps to manage their medical care or information of 

patients. Using this process huge amounts of data are collected which appear as numbers, 

text, diagrams and pictures. But unfortunately this data are infrequently used in decision 

making process of medical sector. 

In this research we use classification technique and show the analysis of various machine 

learning algorithm for predicting heart disease at early stage. The algorithms that are used 

in our paper are Naive Bayes, Random Forest Classification, Decision tree and Support 

Vector Machine. These algorithm can be very useful for specialist needs or clinical experts 

for precisely analysis heart disease. This paper work we include current times data set of 

cardio vascular disease. Then we select our ideal algorithm based on the accuracy and 

execution utilizing different execution measurement. By using this procedure heart disease 

prediction will become easy to help specialist. 

2.4 Scope of the problem 

 As this research is prediction type research, so data analysis was very essential part 

for this research and this data analysis process was very difficult and time 

consuming. 

 The dataset was sparse which was difficult for prediction purpose and decreased 

the accuracy score if the scale factor was set to get a refine. 

  As we didn’t have enough knowledge about various classifier algorithm, so it took 

a lot of time to acquire the proper concept of these algorithms.    
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2.5 Challenges  

 First of all for this pandemic situation we could not collect data physically because 

data collection from different hospitals was too much risk for us on this situation. 

 Although there are enormous data set find in online but the selection of an 

effective data set was a tough task for us. 

 As we selected a big data set, it was difficult to manage it for further working 

procedure. 

 As we collect our data set from online, it was not easy to check the effectiveness 

of the features of our data set. 

 The preprocessing process procedure of our big data set was not simple because 

the data set contains 11 medical features. 

 Choosing effective machine learning algorithms was took huge amount of time 

because we have needed to gain enough knowledge to implement these 

algorithms. 

 As there were much previous documentation and research paper on this topic, we 

have needed much time to acquire proper knowledge about this.  
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CHAPTER 3 

RESEARCH METHODOLOGY  

3.1 Introduction 

This research aims to find the cause of having heart disease with the help of computerized 

prediction process. This is helpful for saving heart disease patients live. To achieve the aim 

we analysis the data set by using various machine learning algorithms and which is 

mentioned in this research paper. Classification technique is very useful for predicting 

colossal disease. So we use this technique of data mining to achieve our goal. Here we 

discuss the full procedure of data analysis using classification technique step by step and 

also describe the implementation of the choosing algorithms.   

3.2 Research subject and instrumentation 

Through our research work we try to give a clear concept of our research procedure. As we 

collect the data set from online so the research procedure is fully based on computer. For 

completing our work we used windows platform. The implementation of our work is fully 

python programming language based and we also used some library packages- pandas, 

nampy matplotlib: pyplot, sklearn, cufflinks, seaborn, os, plotly, csv. We have used 

Jupyter Notebook as IDE.  We have used python because of its reliability in fast testing 

of any complex algorithm. It is also very useful for making machine learning application. 

3.3 Data collection procedure  

For this pandemic situation the physically data collection procedure was very risky to us. 

So we have collected the data set from online. The data collection procedure was not so 

easy for us. We collected our data set from kaggle. First of all we have searched a data set 

with a good number of features and less missing value. Then we found an effective data 

set from kaggle which consists of 1190 patient’s records and 11 features with target value. 

This data set was created by Manu Siddhartha. We selected this data set for having a good 

number of patient’s data and enough features for better prediction.  
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3.4 Statistical analysis 

This is a tough work to select an effective data set from online. After selecting a dataset 

the process of analysis the dataset is useful for gathering more information about the dataset 

for better understanding. Our dataset contains 11 features and using some analysis 

technique we can get better understanding about the features of the dataset. 

 

Figure 3.1: Statistical information of features 

 

The describe() function is one of the functions provided by pandas library. This function is 

mainly used for retrieving some statistical information of the dataset. Here, statistical 

information means standard, mean, min of the values of the using attributes. The statistical 

information of 11 attributes of our dataset have easily counted by using this functions. The 

statistical analysis of the features is so much beneficial for understanding the dataset. 

3.5 Proposed methodology 

Different machine learning algorithm known as classifier that can help us for predicting in 

our project. Through our project we are looking forward to predict the heart disease. For 

this predicting purpose we are choosing 3 algorithms that it will give us better and reliable 

prediction. We have chosen more than one algorithm for comparing them with one another. 

If the accuracy of one algorithm varies at a large scale with others accuracy we can 

understand that the algorithm is not suitable for this data or we had a mistake in our coding. 
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So it is so much effective to use more than one algorithm for any prediction based project. 

We have taken the decision to use Decision Tree, K-Nearest Neighbor and   Support Vector 

Machine in our project. The algorithms we are using are as follows: 

3.5.1 Decision Tree 

We are using Decision Tree classifier as our first algorithm. It is mainly used for 

classification but it is useful for both classification and regression problems. Decision Tree 

works with various types of data such as categorical and numerical. But a question might 

arise why we are choosing this algorithm over other algorithms. To give the answer of that 

question we mention here two reasons. Decision Tree mostly follows the same way human 

brain thinks. For this reason it is easy to understand the data and easily find the conclusion 

of the problems. The other reason, we handle the medical data set in a simple way and most 

widely. 

  

Figure 3.2: Basic decision tree and its pruned version 

 

Here, there are three types of note in decision tree   

 Root node: it is mane node of the tree and it’s based on others node functions. 

 Interior node: various features are handled through it.  

 Leaf node: each test result is found in leaf node.  

Each link of the tree represent a decision. 
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DecisionTreeClassifier function is required for using decision tree algorithm which 

provided by Sklearn module. The train part of the dataset is used for training the algorithm. 

Then, the decision tree algorithm works with these data in its own process. First of all, it 

select the best feature using Attributes Selection Measure (ASN) through splitting the data. 

The feature which has the most influence on the value of Y is selected as the root node. 

The two methods Gini index and information gain both of these are used to select the root 

node of the decision tree. 

Gini Index = 1 - ∑ 𝒑𝒋
𝟐𝒄

𝒋=𝟏  

Here, Pj is proportion of the samples that belongs to class c for a particular node. 

Gini Index is used to measure how often a randomly chosen element would be incorrectly 

identified. So we understand easily that the feature with less Gini Index should be preferred 

for node. “gini” criteria is selected by default for Gini Index in Sklearn and it takes “gini” 

value. 

 

Type equation here. 

Figure 3.3: Making of decission tree using Gini Index 

 

Here, the png graph of decision tree shows that Gini Index method is used for selecting the 

decision nodes in different levels. For this classification method “gini” criteria passed as a 

parameter of DecisionTreeClassifier function. 
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Entropy = - ∑ 𝒑𝒋
𝒄
𝒋=𝟏 𝒍𝒐𝒈𝟐(𝒑𝒋) 

Here, Pj is proportion of the samples that belongs to class c for a particular node. 

Entropy is another method of selecting the features in different nodes of decision tree. The 

measure of uncertainly of a random variable is entropy. The decrease of entropy is mainly 

Information Gain. When we are partitioning the training instances into smaller subsets with 

the use of a node of a decision tree, the entropy is typically changed. Information gain 

computes the difference of changing entropy.  Decision tree algorithm uses this information 

gain. “Entropy” is used as criteria for information gain which supported by Sklearn. For 

using Information Gain method in Sklearn we have to set “entropy” criteria explicitly.  

Decision tree algorithm use one of the method from them to make the feature in decision 

nodes and breaks the data set into smaller subsets. This algorithm starts to make the tree 

by recursively repeating the process for every child. When the same feature value has found 

in all the tuples or no more features are remaining or no more instances have found the 

algorithm stop its work.  

After training the model the test dataset is used for prediction purpose. Then by comparing 

with test target value we can find the accuracy of the model. 

3.5.2 k-Nearest Neighbor (KNN) 

The k-Nearest Neighbor algorithm is one of the most supervised machine learning 

algorithm. The technique of classifying object is depended on nearest neighbor. All cases 

are stored in it and based on similarity manager it classifies the new cases. KNN is mostly 

use in estimation of statistical point and recognition of patterns. It calculates the distance 

between a feature and it neighbor using euclidean distance. It makes a group with marked 

point and uses this group to mark another point similarity among the data is used as base 

for clustering the data. This algorithm is also much effective so fill the null values of the 

data. KNN is broadly classified in two types. One is NN techniques with Structure and 

other is NN techniques without Structure. In our project we have used NN techniques 

without Structure. For this purpose we have to classify our data set into training and test 

part. Distance between training point and sample point is measured. The point which have 
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lowest distance is called nearest neighbor. If the features are continues, KNN algorithm 

works more efficiently.  

 

Figure 3.4: Choosing the value of K 

 

The main reason behind the choosing this algorithm is it works well with numerical 

features. As the value of every features in our data set are numerical, so we have preferred 

this algorithm for our project.   

First of all, KNeighborsClassifier function is need to be imported by using Scikit-Learn 

module. The process of training the algorithm is so much straight forward and can easily 

make prediction with it.  

After importing KNeighborsClassifier function, it initializes by passing n_neighbors(K) as 

parameter and set the value of K for the parameter. No ideal value for K is found before 

testing and evaluation. Some data are used for training the model which are called as train 

data. Then the algorithm make prediction based on the test dataset and which is also used 

for finding the accuracy score. The mean error for the values of test set are plotted for 

predicting all the K values of a small range. Different accuracies are found from different 

K values in this algorithm. 
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3.5.3 Support Vector Machine (SVM) 

Support Vector Machine is another machine learning algorithm for classification approach. 

The concepts of SVM are relatively simple. We have used the algorithm for classification 

related work but it can be handled both classification and regression problems. The data 

set having multiple continuous or categorical variables is easily handled by this algorithm. 

The working procedure of this algorithm is quite a bit different because it works by defining 

decision boundaries. First of all, plotting each data item of the data set as a point is the 

initial task of thus algorithm. We have plotted these data items in-dimensional (here, N is 

number of features we have used). The value of every feature bring the value of particular 

coordinate. The main part of SVM is construction of hyperplane in multidimensional space. 

SVM perform its classification by finding these hyperplane. The hyperplane can 

differentiate the two classes very well. In order to minimize and error, optimal hyperplane 

is need to generate through and iterative manner. 

 

Figure 3.5: General SVM classification for linear hyper plane 

 

The main target of SVM is making the best partitions of the data set into classes by finding 

a maximum marginal hyperplane. SVM finds this maximum marginal hyperplane through 

some steps. Firstly, generate some hyperplanes which separate the classes in the most IBL 

manner. Secondly, the selection process of the effective hyperplane with the best separation 

from the either nearest data points. 
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SVM is so much efficient in high dimensional spaces and it is also efficient when the 

number of dimension exceed the number of samples. In this situation a technique is used 

which called kernel trick. The kernel transforms the low dimensional input space into the 

higher dimensional space. This technique is most effective for curve hyperplane shows at 

figure 3.6. 

 

Figure 3.6: SVM classification for curve hyper plane 

 

Different kernel functions can be fixed for the function of decision making which make its 

versatility. Some common kernels are provided for this, but we can also classify custom 

kernels. 

Among the kernel functions the radial basis function kernel is highly populated for this 

classification. For this type kernel function gamma has to be passed as parameter of SVC() 

function. The train data has to be used for training the model. Then, test data is used for 

performing the prediction task of the model.  
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3.6 Implementation Requirements 

Every step of our working process be discuss in this chapter one by one. First of all we 

have install the update version of Python application for implementation of our project. 

 

Figure 3.7: Python update version 

 

After installing the Python application, we install the Jupyter Notebook we have used it 

as IDE for our research work. The installing process are included here- 

Jupyter Notebook installation- 

 

Figure 3.8: Jupyter Notebook Installation 
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Figure 3.9: Opening Notebook 

 

 

Figure 3.10: Jupyter Notebook Interface 

 

A sample interface of Jupyter Notebook is also added here. A Python file was created by 

using Jupyter Notebook to start the implementation of our research work. 
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3.7 Required Libraries Installation 

In order to implement of our research work we have required some library installation.  

Without installation of this libraries the visualization process of data and some checking 

procedure were impossible. Here we try to give a brief description of our required libraries.  

3.7.1 Pandas 

Pandas is an open source Python package by which we can analysis the data and complete 

machine learning task. Numpy is the parent package of Pandas. It provides multi-

dimensional arrays support. Python is included in its Python distribution because inside the 

Python ecosystem it works well.  For analyzing our data set Pandas was used in our 

research.  

3.7.2 Numpy 

Numpy which stands for Numerical Python and it is an array processing package of Python. 

Multidimensional array objects performance can be high by using and it works with these 

array as a tool. Square brackets are used for accessing the elements in Numpy arrays. We 

used Numpy for achieve high performance while we have needed to work with array data.  

3.7.3 Plotly-Python 

The Plotly-Python is also an open source library which is interactive. Data visualization is 

very easy by using this library. And for this we can understand the data simply and easily. 

Scatter plots, line charts, bar charts, box plots, histograms, pie charts are the various types 

of graphs and charts which can be plotted through it. As we used different types of graph 

and charts for visualize our data so Plotly-Python library was essential for our research. 

3.7.4 Matplotlib and typlot 

The typlot is an API which is a stateful interface of MATLAB-style. It was originally 

written for the alternative of MATLAB. It mainly includes everything visualized in a plot 

which have one or more axes. For understanding how to work with plots the use of 

matplotlib and typlot was essential in our project.  
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3.7.5 Seaborn 

Seabron is also used for data visualization. It is mainly built on top of matplotlib. It is 

closely incorporated with Pandas. Visualize the data is the main part of Seaborn which can 

help to explore and understand the data. Maximum data of our project were visualized with 

the help of Seaborn. It is a very essential Python library for our project.  

3.7.6 CSV 

CSV means Comma Separated Values which is a file format of storing tabular data such 

as spread sheet or data base. Tabular data of a CSV file are stored in plain text. One or 

more fields of its record are separated by commas. As our data set is in CSV format so we 

have needed to use the inbuilt module of Python called csv.  

3.7.7 Sklearn (Scikit-learn) 

It is probably the most effective Python library for machine learning. A lot of efficient 

machine learning tools and statistical models such as classification, regression, plastering 

are included in sklearn library. To build our machine learning model we use sklearn 

because classification technique was used for prediction.  

3.7.8 Plotly Express  

Plotly.express is one kin of module which contains function to create full figures at ones, 

and is mention to as Plotly Express. It is a built-in part of plotly library. More than 30 

functions are include in Plotly Express and can create different types of figures. We used 

Plotly Express for our various types of graphs and charts throughout a data exploration 

session.  

3.7.9 Cufflink 

Cufflink is mainly a connector which connects plotly with pandas for creating graphs and 

charts of data frames directly. There are various types plotlys such as boxplot, spreadplot 

which are used cufflink and plotly also. For creating boxplot in our project, we use 

cufflinks. 
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Figure 3.11: Import Required Library 

Here, required library packages have been installed for start our project implementation. 

All the above library packages are used in respective task for implementation. 
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CHAPTER 4 

Experimental Result & Discussion 

4.1 Introduction 

Previous work in this field, the dataset that we used in our project and the selection of 

various classifier algorithms were the base of this chapter. Data preprocessing and the 

result that we found after applying the algorithms were discussed in this chapter and also 

analyzed them. 

4.2 Experimental setup 

First of all the dataset has to be obtained which contains the features of different people 

suffering from heart disease or not suffering from heart disease. 

 

Figure 4.1: csv dataset 

 

The system read the csv file of our dataset with the help of pandas library and gave the 

output with 1190 rows of individual patient’s data and 12 columns. The first 11 columns 

of this data set contains the value of various features for predicting heart diseases and the 

last column contains the target value which indicates that the patient had heart diseases or 

not. 
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4.2.1 Data Exploration & Visualization 

The project which is used to predict purpose, data analysis is the most valuable portion of 

this. Through this data analysis process one can easily find the correlation between the 

features and the target value. So, after collecting our dataset we have started our data 

analysis process. For this process, the full information of the dataset is required. 

 

Figure 4.2: Concise summary of the DataFrame 

 

Then we have used info() function on the dataset which is provided by the pandas library 

to summarize the full DataFrame. 

The target feature contains binary value 0 or 1. The target feature with the value 0 indicates 

that the patient don’t have heart disease and the value 1 indicates that the patient have heart 

disease. Now, we checked the data set is it balanced or not. We created count plot on a 

figure with the help of seaborn library based on target feature. 
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Figure 4.3: Count plot of target feature 

 

From this plot figure we understand that the dataset is quite balanced. It also gives concept 

about the number of patients with or without heart disease. 

 

Figure 4.4: Histogram of age feature 
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Here, we also used another graphical display technique of the data by using histogram. 

This graphical form of features is helpful to give proper idea about the features that were 

used.  

After analyzing the dataset another process can be used to represent the data graphically 

which is data visualization. Through visualization the data can be easily understand and 

explore the data quickly. So the visualization part is very essential for any predicting 

purpose project. The tools of visualizing provide an accessible way to see and understand 

trends, outliers, and patterns in data. 

 

Figure 4.5: Count plot of relation between age and target feature 
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Figure 4.6: Count plot of relation between chest pain type and target feature 

Here, the count plots provided by seaborn library represents the possibility of having 

heart disease according to the various features. From these graphical representation we 

can easily explore the data. 

 

 

Figure 4.7: Bar plot of relation among age, sex and target features 



 

©Daffodil International University                                                                                                                               25               

Another data visualizing process is bar plot and it is also work with the help of seaborn 

library. By using these we have showed the relation among two features with target feature 

of the data set. Here the relation of two features (sex, age) values with the values of target 

feature is clearly understand through this bar plot.  

 

Figure 4.8: Age of patient without heart disease 

 

Figure 4.9: Age of patient with heart disease 
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Figure 4.10: Max heart rate of patient without heart disease 

 

Figure 4.11: Max heart rate of patient with heart disease 

 

The univariate distribution of the features are plotted by using dist plot graph. Distplot is 

another data visualizing tool of seaborn library which show a histogram with a line on it 

and we have used it to show the density of the values of features according to target feature 

that indicates the result of having heart disease or not. 
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After checking that the data is balanced we found out the correlation between the data that 

is helpful to understand the relation between any two features value. The heat map which 

provided by seaborn library is plotted the correlation between the features value that is 

used.  

 

Figure 4.12: Correlation between features 

 

The heat map clearly shows that the features like chest pain type, exercise angina, 

oldpeak and ST slope have positive correlation with the target feature. 
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Figure 4.13: Violin plot of relation between max heart rate and target feature 

 

Here, we also used some various plotting graph by using seaborn library such as violin plot 

that are effective for gathering proper idea about the features relation along with target 

values. 

4.2.2 Data Splitting 
The data set are mainly used for two purposes. The big portion of data set is used for 

training the model and other is used for testing. So, for this purpose we have to split the 

data set into training and testing part. We are using the train_test_split module of sklearn 

for splitting the data set into training and testing part. As target variable indicates the result 

of having heart disease or not, so first of all we have to separate this target variable from 

the features of the data set. After separation, we have put them into X & Y variables.   
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Figure 4.14: Shape of train & test dataset 

Here, X contains the features of data set without target variable and Y contains the only 

target variable.  

 

Figure 4.15: Standard Scaling 

To gain better performance from machine learning algorithm the features need to be on a 

relatively similar scale. Standard Scaler is one of the most effective scikit-learn method 

which can preprocess the data to make it similar scale. 

 

Figure 4.16: Splitting the dataset 

Then we have split the data set for dividing it into training and testing part. Then we were 

splitting the data set in 70:30 ratio that means we have used 70% data for training our 

proposed methodology and 30% data used for testing. Random state variable has also 

passed as parameter of train_test_split module.  
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Figure 4.17: Dataset after splitting 

After splitting X & Y into training and testing part, we have put them in X_train, X_test, 

Y_train and Y_test variables. Here, X_train, Y_train contain training data and X_test, 

Y_test contain test data. 

4.3 Experimental Results & Analysis 

In our project we used our dataset and applied three machine learning algorithm Decision 

Tree, K-Nearest Neighbor and Support Vector Machine. The results have been obtained 

from the algorithms that we applied. 

The accuracy of the algorithms can be calculated from the confusion matrix using the 

formula: 

Accuracy = {(TP + TN) / TP + FP + TN + FN)} * 100 

First of all we applied Decision Tree classifier algorithm and we didn’t pass any parameter 

for the classifier function. So, the algorithm automatically followed the Gini Index method 

for building the decision tree.  

Table 4.1: The node considered as the root node and the gini for the root node 

Root Node ST slope 

Root Creation Gini 0.499 

 

After applying this algorithm we have obtained the confusion matrix as follows: 

[[148       11] 

 

    [24       174]] 
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From the confusion matrix, we found the accuracy score of this algorithm and which is 

90.196 % 

Then the K-NN classifier algorithm has been applied on the dataset. In this algorithm we 

set 8 as the value of K because 8 was the expected value of K which gave the highest 

accuracy of this algorithm. 

 
 

Figure 4.18: Accuracy score for different K values 

 

The confusion matrix that was obtained from the algorithm is as follows: 

[[144       15] 

 

    [22       176]] 

 

The accuracy score was found from the confusion matrix of this algorithm is 90.476 %. 

After that, we applied another classification algorithm on our dataset which was Support 

Vector Machine. Here, we set Radial Basis Function (rbf) as kernel type and auto as gamma 

value for the parameters of this classifier function. 

The confusion matrix which was obtained after applying the algorithm as follows: 

[[141       18] 

 

    [16       182]] 
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90.283 % accuracy was obtained from the confusion matrix of this algorithm. 

The classification reports show the quality of prediction from these classification 

algorithm. 

Table 4.2: Classification report of Decision Tree algorithm 

 precision 

 

recall 

 

f1-score 

 

support 

 

0 0.86 0.93 0.89 159 

1 0.94 0.88 0.91 198 

accuracy   0.90 357 

macro avg. 0.90 0.90 0.90 357 

weighted avg. 0.90 0.90 0.90 357 

 

Table 4.3: Classification report of K-NN algorithm 

 precision 

 

recall 

 

f1-score 

 

support 

 

0 0.87 0.91 0.89 159 

1 0.92 0.89 0.90 198 

accuracy   0.90 357 

macro avg. 0.89 0.90 0.90 357 

weighted avg. 0.90 0.90 0.90 357 

 

Table 4.4: Classification report of SVM algorithm 

 precision 

 

recall 

 

f1-score 

 

support 

 

0 0.90 0.89 0.89 159 

1 0.91 0.92 0.91 198 

accuracy   0.90 357 

macro avg. 0.90 0.90 0.90 357 

weighted avg. 0.90 0.90 0.90 357 
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Now, we are going to create a summary table that contains different accuracy which we 

were obtained from the algorithms. 

Table 4.5: Accuracy scores of three algorithm 

Algorithms Decision Tree K-NN SVM 

Accuracy score 90.196 % 90.476 % 90.283 % 

 

The bar plot represents the accuracy score of three classifier algorithms graphically. 

 

Figure 4.19: Accuracy score of three algorithms 

 

Every algorithm has its own capacity to perform the best in its own favorable situation. But 

overall from Table 4.5, it is concluded that K-NN has got the best accuracy score among 

the three algorithms. 

4.3.1 Feature Importance 

A very basic question comes to our mind after applying the algorithms is what features 

have the maximum impact on predictions? The answer of the question can be found from 

the feature importance. Some features in the dataset don’t effect the prediction that much. 
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On the other hand few features play a big role in prediction. It can be changed the accuracy 

level of the model. So, the work only with important features may increase the accuracy of 

the model. 

 

Figure 4.20: Decision Tree importance checker 

 

4.4 Discussion 

From these result we can see that the algorithms that we are used are very effective for this 

predicting purpose. The accuracy scores which were obtained from these algorithm were 

almost equal. The algorithms that we used are more accurate and helps us to save the 

money. We used Decision Tree which is an eager learner and K-NN which is lazy learner. 

Then we checked the accuracy of the two types of algorithm and found almost same 

accuracy. K-NN is a little more accurate than Decision Tree. We set 8 as value of K in K-

NN algorithm for gaining highest accuracy. Complex algorithm like SVM also generate 

good accuracy in our project as like as basic ones. From this discussion we summarize that 

the algorithms that we used are very useful for this purpose. 
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CHAPTER 5 

Impact on Society & Environment 

5.1 Impact on Society 

Bangladesh is a low-income country and most of the people in our society don’t have 

enough money for treatment of disease. Like other chronic disease, cardiovascular disease 

is one of the leading cause of unwanted death. There are a large number of people around 

us are suffering from heart related problem but can’t detect disease for high cost of medical 

service. The system we have made that predict heart disease with minimum cost and give 

almost accurate result. So, the people who couldn’t detect their problem of heart for excess 

cost of health service can easily detect their disease without more expense. People can get 

quality services at affordable costs with the help of these system. As our system was created 

with the help of appropriate computer-based data and decision support technique, so 

minimal cost of clinical test can easily achieved. For this the affected people in our society 

can save their valuable lives and the mortality rate will decrease day by day. 

5.2 Impact on Environment 

The data that we have used in this project was healthcare related. Patient data were included 

in it. The system have the ability to analyze the data and used data mining techniques to 

take clinical decisions. These clinical decision that support with computer-based patient 

records could improve the medical system by reducing medical errors, improving patient 

safety and outcome, decreasing unwanted practice variation. Data mining is very effective 

data modeling and analysis tool that have generated a knowledge –rich environment. It can 

enhance the quality of clinical decisions. This computer-based environment will take the 

place of the practice that take clinical decision based on doctors’ intuition and experience. 

Besides, people can know the risk factors behind the heart disease through this system such 

as arsenic contamination in water, food-staff, air pollution. So, we can increase our 

consciousness about the factors of environment that are responsible for heart related 

disease. 
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5.3 Ethical Aspects 

 Not to harm any patient. 

 Privacy of personal data, 

 Not to show genetic discrimination. 

 Fairness in research design. 

 Take the responsibility of research result. 
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Chapter 6  

Summary, Conclusion & Implication for Future Research 

6.1 Summary of the Study 

Our research work is classical machine learning based. Our goal was predicting heart 

disease by using some machine learning algorithms. For this purpose first of all we 

collected a dataset from online. After collecting the dataset we analyzed it very well. We 

also visualized the dataset that represents the data graphically and it is useful for better 

understanding the data. Then, we preprocessed the data for applying various classifier 

algorithm on it. Three classifier algorithms have been applied on the dataset. The 

algorithms that were applied were Decision tree, K-NN and SVM. After applying these 

algorithms we have obtained different accuracy scores of the algorithms. After this we 

analyzed the results that we have gained. 

6.2 Conclusions  

This project has been developed to predict cardiovascular disease analyzing the patient 

medical history from the dataset. Medical history of patient such as max heart rate, 

cholesterol, chest pain type, resting bp s etc. which are lead to fatal heart disease. For 

prediction purpose we choose three machine learning algorithms i.e. Decision tree, K-NN 

and SVM. After applying these algorithms, it can be said that Machine learning is 

extremely effective in predicting heart related disease. More and more development should 

be done in this field of machine learning. The algorithms that we have used show excellent 

performance with the feature of our dataset. The conclusion can be finally drawn that the 

project that we are created using machine learning can be saved valuable lives by predicting 

heart disease. 

6.3 Implication for Further Study 

Efficient data mining on our dataset played the vital role to predict heart diseases. We have 

applied three classifier algorithms and got satisfactory results. In future we will try to 

evaluate the efficiency of these algorithms and use some others algorithm for finding better 
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accuracy. We will also try to collect the data from hospitals of Bangladesh and use it as our 

dataset. It will be helpful for our people. 

Anyone can used these data mining technique to build a software to predict the heart 

disease easily. This software would be useful for saving the valuable lives of heart disease 

patients. 
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