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ABSTRACT 

Potholes are holes on the surface of roads that are horizontally more than 75 mm and by depth 

more than 20 mm which are created naturally from weak construction, stuck water in rainy season, 

decay of rocks and also by overload vehicles and sometimes by all of them altogether. Statistics 

show that in our country in the last 20 years more than 57,000 people lost their lives on roads and 

a lot more were injured in 58,208 accidents. And a major percentage of these accidents are caused 

by potholes. The bikers nowadays are in grave danger because of this pothole. A good detection 

system is necessary to detect the potholes real time and alert the drivers to avoid any inconvenience 

or casualty. There is some work done on this specific problem, but we propose an approach to 

detect potholes real time by machine learning which will fulfil the requirements. We have applied 

some machine learning algorithms on our collected dataset’s features and got promising results.  

And our model will help save a lot of lives by detecting potholes real time. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

This chapter describes the whole study in brief. The title is Pothole Detection Using Machine 

Learning Algorithms. In this era Image Processing is a huge field of research under Artificial 

Intelligence. It is one of the most featured topics in the world as it plays an important role in the 

world of AI. It helps the world in thousands of ways in different fields such as agriculture, medical 

science, security, and thousands of other visual identification problems. This chapter consists of 

Motivation, Rationale of the study, Research questions, Expected output and Report layout. Where 

motivation discusses the issues on the roads of Bangladesh that are going on and it also describes 

the necessity of a solution. And the Rationale of the study gives the reason behind the study and 

about its necessity. Research questions show the list of objectives that this study is going to fulfil 

and the expected outcome shows the solution against those objectives. And finally, in the report 

layout chapter we describe the whole report. 

 

1.2 Motivation 

As ours is a densely populated country, with the number of people there are a huge number of 

vehicles and both the numbers are increasing day by day, but the roads are limited. When the 

limited road faces this many vehicles every day, roads are getting damaged and there creates 

potholes and other damages which creates numerous accidents. And accidents claim lives of 

general people and sometimes get people injured and make some of them cripple for life. 

According to The Daily Star, in the year of 2019, at least 5516 accidents happened, 7,855 people 

died and 13,330 were injured 13,330. Dhaka Tribune statistics shows that, in last year 2020, the 

number of road accidents were 5397 and claimed 7317 lives and injured 9021 people. And in the 

last 20 years a total of 58208 accidents happened and 56,987 people were killed. 
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Figure 1.2.1: The statistics of road accidents (2016-2019) 

The increasing numbers of accidents every year can be seen from Figure 1.2.1. And a huge 

percentage of accidents occur from potholes and damaged roads. According to statistics for the 

last 20 years every day at least 8 people lost their lives on the road. And in 2019 everyday almost 

21, and in 2020 almost 18 people died for the same reason. Nowadays the young generation have 

a huge addiction to motorbikes. The numbers of motorbike users are exploding day by day. Bikes 

are at great danger because of these potholes. Almost more than 50% of motorbike accidents are 

caused by potholes. Everyday a lot of motorbikes are falling in accidents and a lot of people are 

dying. It is almost not possible for a developing country like ours to rebuild or reform all the 

damages altogether and even if it happens, it won’t take much time to get damaged again because 

of the exceeded number of vehicles. One of the best solutions is to alert the drivers about the 

potholes so they can be cautious. It will reduce a huge number of accidents on the road and save a 

lot of lives. 

 

1.3 Rational of The Study 
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In 1.2 the motivation part, we have discussed all the problems and limitations of our roads. As in 

our country there are a huge number of vehicles and a limited number of roads and the increasing 

numbers of vehicles cannot be controlled. Today's young people are the future of the country. And 

a huge percentage of these generations are addicted to speed. If we request them to stop speeding 

on motorbikes, we are pretty sure nobody would listen because we know the stubbornness of the 

youth. And the general people always need to go out. So, there is no way that we can decrease the 

number of vehicles on the road. So, another option is mandatory. 

What could be the possible best option than to alert the drivers and riders about the upcoming 

danger. Our main goal is to detect the potholes and show it to the drivers to avoid any accidents. 

After turning this model into a software or an android application and if it collects all the possible 

locations of potholes and sends it to the cloud, the data will be saved forever and later these data 

can be sent to the authorities and they can try to recover the road. In this way a lot of accidents and 

inconveniences can be stopped using this model. 

 

1.4 Research Questions 

While working on this thesis we faced a lot of challenges and problems. Sometimes questions hit 

the mind and we were confused whether we can complete or not. Some common research questions 

are, 

• How are we going to collect the data? 

• How do we process the data and reduce the dimension into proper size? 

• Will we be able to classify the dataset? 

• Which of the algorithms are going to work well? 

• Can our model detect potholes well? 

 

1.5 Expected Outputs 

• We worked as a team and worked step by step and did the work successfully. 

• We collected the dataset and preprocessed the data.  
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• Our model classified the data well and all our applied algorithms worked very well and 

have shown great accuracy at detecting the potholes. 

 

1.6 Report Layout 

In chapter two, we discuss the background of our work. We discussed the analysis of potholes, 

related works, the summary of our research and the challenges we had to face during this whole 

work. In chapter three, we described the full workflow of our thesis and the instruments we have 

used. We also discussed how we collected the dataset and resized it. The feature extraction and 

completion of pre-processing along with classification and software development part is also 

discussed in this chapter. In chapter four we have shown the results of our experiment and 

discussed the descriptive analysis of these results. In the final chapter we discussed the whole 

system summary and also marked out the limitations of our system and the future of our work. 

 

 

CHAPTER 2 

BACKGROUND 

2.1 Introduction 

This chapter mainly describes the potholes and the background study. It also shows the similar 

kinds of works that have been done before. This chapter includes pothole analysis, related works, 

research summary and challenges. Where pothole analysis describes what can be called a pothole 

and what cannot! The difference between pothole image and normal road image. Related work 

shows the work that has been done for similar problems. Research summary demonstrates the 

whole work briefly and challenges shows the problem we had to face during this whole time we 

are working on this topic. 
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2.2 Pothole Analysis 

Our dataset contains two parts of data. One is pothole image data and other is normal or clean road 

data. As we previously described about the negative sides of potholes. To describe the potholes, 

we must know what potholes are and what is not! Potholes are deep holes on the roads that are 

created naturally by the effect of stuck water on the road and by corrosion of rocks on the road. As 

in our country in rainy season a lot of rain falls, on the low-level area roads, often water gets stuck 

for a long time and damages the road surface and later when vehicles start moving around that 

place the rocks over the road starts to move away and sometimes by erosion, they disappear `and 

creates potholes. According to Northamptonshire County Council, on strategic roads or highways, 

greater than 40 mm dimensional holes are defined as potholes and on link roads or local roads 

more than 50 mm dimensional are defined as potholes. Clean or normal data contains plain and 

unharmed roads. 

             

Figure 2.2.1: Pothole image sample.                                  Figure 2.2.2: Normal road image sample. 

 

To make the terms simple, we have added two images where figure 2.2.1 shows the pothole image 

sample and figure 2.2.2 shows the normal or clean road image sample.  

 

2.3 Related Works 

As potholes are a major problem in any country, there is much study and research based on this 

topic. 
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2.3.1 ML and AI Algorithms 

Four deep learning models are trained by P. Ping et al. to examine the best result. They have used 

Yolo V3 which gave them the best accuracy which was 82%. After applying SSD, they have 

acquired 80% accuracy which was also good and 74% accuracy by F-RCNN. But after getting the 

almost perfect accuracy from these three models, HOG gave them nothing after applying on 1500 

images. 

2.3.2 Deep Learning Models 

A. Kumar et al. collected 1500 images and made a dataset and they have applied deep learning 

models on them such as Inception-V2, F-RCNN, and Transfer learning. While detecting images 

and video in real-time it gives the best accuracy. 

2.3.3 Kirchhoff’s Theory 

By using Kirchhoff’s theory G. B. R. et al. detected real-time potholes but the theory had some 

limitations, to overcome this they applied CNN-DL. They send the data to the control room by 

detecting the potholes location using GPS. CNN-DL gave 99.2%, KNN 95.4% and Kirchhoff’s 

method gave 89.3% accuracy. 

2.3.4 Depth Based Pothole Detection Technique 

E. J. Reddy et al. calculated depth as a base with the ultrasonic sensor to detect the potholes and 

after detecting the location, a mail is sent. This technique doesn’t require high computation. That’s 

why it can be a great method to find the potholes. Node MCU, GPS module, Ultrasonic sensor, 

trilateration method which is used for distance calculation, server database for this technique. In 

this system for development of programming the microprocessor, software system design, program 

techniques, and system approaches are also used. The techniques which is used to detect the 

distance is, 

Distance = time taken * (speed of ultrasonic wave /2) 

And to calculate the depth, 

Depth = Present distance – Ground clearance 
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They were able to find out if there is a pothole by accumulating the depth of the potholes because 

if there the depth of the potholes is zero then there is no pothole but if the value of the depth is 

bigger than zero then there must be a pothole and the location can be found by the GPS and sends 

to the microcontroller.  

2.3.5 Method to Avoid Potholes by Warnings 

S. Hegde et al. proposed a method that gives earlier alerts to avoid the potholes to the driver. This 

idea can be used in real life by making a robot vehicle that detects the potholes and alerts the 

vehicles nearby. To detect the object from 0 to 254 inches Ultrasonic Sensor (LV-MaxSonar-EZ0) 

is used by them and from 6 inches out to 254 gives sonar range information. They have also used 

Zigbee (F-20) for sending data and microcontroller (MBED) for receiving data. For input decoding 

to the higher voltage Motor Driver - L293d was used.  A threshold value was selected to use it in 

the detection and 3670 threshold value was set for the trail version. By using 

artificial potholes, the trials were made. For the artificial potholes, the technique was great but 

when they have used it for real potholes the threshold value could not be generated by them. 

 

2.4 Research Summary 

In this work we are going to detect potholes by images. So, we collected the images and resized 

them correctly. And used the pre-trained mobilenetV2 model to extract features and completed the 

training part and increased the visualization. We also did the dimensionality reduction of our 

features and made it ready for applying classifier algorithms. Preprocessing part is now complete 

and we applied machine learning algorithms and got amazing accuracy from them. And we also 

saved the whole model for further implementation of any software or mobile applications. And 

finally, our work process is completed successfully. 

 

2.5 Challenges 

Behind every successful work there are some challenges and problems. While doing all this work, 

we also faced some problems that we overcame successfully. While collecting data on the road we 
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faced some problems. Mounting a camera in front of a vehicle in Dhaka city is a nightmare. In the 

traffic visualization is problematic cause every time most of the places there is jam and always a 

vehicle in front of our vehicle and the roads are too busy to go and collect them manually. 

Somehow, we collected the data and while we were extracting features, some images were 

problematic because of their format and we had to reformat them from the dataset manually and 

do that part. These are the main challenges we had to face; others are small and they didn’t take 

much of our time to solve. 

 

 

CHAPTER 3 

PROPOSED METHODOLOGY 

3.1 Introduction 

This part is called the proposed methodology and we are going to discuss the methodology that we 

are proposing for this model. This chapter consists of a total of 6 parts which are Workflow, Pre-

Processing, Feature Extraction, Learning and Classification, Pothole Detection, and Software 

Development. Where the workflow part briefly demonstrates about the process of our total work 

sequentially. And the pre-processing part describes the work we have done before applying an 

actual classifier on it and how we have made the dataset prepared for classification. Feature 

extraction part describes the process of feature extraction. Learning and classification part contains 

the process of how we have done the classification. The Pothole detection part demonstrates the 

detection part of our work and finally the last part describes if there will be any software 

development for our model or not. 

 

3.2 Workflow 

For the whole research we have worked in a sequence. After we have started the research, we 

collected the images and preprocessed them. After the preprocessing part is completed, we 
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extracted the features successfully and trained the features. Then we reduced the dimension of 

features in a way that no information is lost from the features and also increased the visualization. 

We then applied the classification algorithms. Successfully, classification and detection were 

completed. 

 

Figure 3.2.1: Workflow process of this research 

 

3.3 Research Instrumentation: 

We have used some tools, and also installed libraries to make this research complete. All the used 

materials are given below. 

3.3.1: Tools we have used: 

1. Google Colaboratory 

2. Python Programming Language 

3.3.2 Libraries we have installed: 

We have imported a lot of libraries to make this process complete. All of them are given in the 

figure 3.3.1 and 3.3.2 which are given below, 

Start
Image 

Aquisition
Resizing

Feature 
Extraction

Completing 
Pre-

Processing

Classification 
and detection

End
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Figure 3.3.1: Installed libraries

Figure 3.3.2: Installed Libraries 
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3.4 Dataset Collection and Resizing 

Our dataset contains two parts. One is normal road data which are normal roads and the other is 

pothole image data. The normal road image data is more than 350. And the pothole image data is 

more than 1600, from which we have collected about 400 data ourselves. But the traffic on the 

roads in Bangladesh and every intercity highway are too busy to collect data. At first, we thought 

about mounting a camera in a vehicle but the processing part seemed problematic. We had to 

collect images from videos. And in the heavy traffic, a lot of time would be lost and the visibility 

of the road would be compromised as well. 

After the dataset collection was done, we went to resize all the images. And resized them in such 

a way that no information is lost and it would be easy for extracting features. The two figures 3.4.1 

and 3.4.2 given below show the pre-resized image and post-resized image. First, we applied one 

image and checked if the system was ok or not, it was working well and then applied all of them. 

 

Figure 3.4.1: Pre-Resized image sample 
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Figure 3.4.2: Post-Resized image sample 

 

3.5 Feature Extraction 

After the resizing process we removed the output layer from the images and extracted features for 

one image and then made a graph that shows the high-level feature distribution for that image 

which is given in figure 3.5.1. And when it is done, we extract features for the full dataset 

altogether and put them into a csv file. To extract the features, we used the pre-trained 

MobilenetV2 model which is a great model for feature extraction.  

 

Figure 3.5.1: High-level feature distribution 
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3.6 Completing the Pre-Processing  

After we have extracted the features, we had to apply classifiers. But to get better performance we 

applied PCA, LDA and t-SNE. Where, 

Principal Component Analysis (PCA) is a technique that is utilized to decrease the dimensions of 

datasets. Howley et.al. in their paper described PCA in the case of classification. It is often 

hazardous to work with enormous datasets in case of classification. PCA primarily lessens the 

factors of a dataset bargaining as little data as could be expected. It works in different steps. The 

first one is standardization or normalization. Normalization is utilized to ensure that all factors 

with both high and low-scale go to the examination similarly. The next step is covariance Matrix 

computation. It is a table that sums up every one of the potential associations between variables. 

Now comes the computation of eigenvalues and eigenvectors and then sorting them and 

developing the principle matrix. In our case, we applied PCA on our features, and after embedding 

it on a figure we got the result given below. 

 

Figure 3.6.1: PCA analysis result 

Linear Discriminant Analysis (LDA) is a novel strategy to diminish dimension. It is mostly utilized 

for solving the issues of classifications. It helps really great at showing the dissimilarities in various 

groups of datasets. To transform a big dimensional feature into a low dimensional feature without 
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losing much information, it does its job. After applying LDA on the features of our dataset and 

embedding the result on a figure, we got- 

 

Figure 3.6.2: LDA analysis result 

As high-dimensional data is troublesome to envision, to solve the problem t-Distributed Stochastic 

Neighbor Embedding(t-SNE) is utilized. It actually reduces the dimension of data and makes it 

convenient to visualize. This function generator for space of high-dimensional original data. So, 

we can visualize the main theme of the data. Applying it to our feature we got,  

 

Figure 3.6.3: t-SNE analysis result 
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3.7 Classification and Detection 

We completed all the preprocessing parts and the features are now more than ready to go to the 

next phase which is classification algorithms. We have applied five different algorithms of 

machine learning and all of them did a very good job at classifying and detecting the potholes. We 

are going to elaborate each of them down below. 

3.7.1 Logistic Regression 

A supervised machine learning algorithm which is an arrangement calculation algorithm used to 

appoint perceptions to a discrete set of classes. It shows great results at classifying our features. 

It’s true-positive prediction accuracy is 99% and true negative prediction accuracy is 93% which 

is great. And this much accuracy means our pre-processing and all the work is done well. And it 

also shows the test set accuracy 97.14% and the validation accuracy 97.03% which is quite a 

satisfying result. Figure 3.7.1 shows the test set and validation accuracy. 

 

Figure 3.7.1: Logistic regression Accuracy 

3.7.2 Elastic Net 

This machine learning algorithm did also very well. This gives us the accuracy of true-positive 

prediction is also 99%. But it was a bit more confusing for the true negative prediction. Though 

it predicted 89% correctly, which is not bad but a bit less than the logistic regression algorithm. 

It did very well at the detection where it gave test set accuracy 96.51% and validation accuracy 

97.03%, which is not bad at all. Figure 3.7.2 shows the accuracy of this algorithm from our 

features, 
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Figure 3.7.2: Elastic Net algorithm result 

3.7.3 Decision Tree 

Decision Trees are directed machine learning where the information is persistently parted by a 

specific boundary. The tree can be clarified by two substances, in particular decision nodes, and 

leaves. This is one of the most used algorithms in machine learning. Although this algorithm gave 

us the least accuracy. Somehow it didn’t work well for our system. It gave us the true positive 

accuracy of 94% and true negative accuracy of 76% which is not acceptable, where others were 

doing much better. It gave us the test set accuracy of 89.52% and validation accuracy of 91.72%. 

It is a bit disappointing for us. Figure 3.7.3 shows the test and validation accuracy. 

 

 

Figure 3.7.3: Decision Tree algorithm accuracy 

3.7.4 Random Forest 

This algorithm is a bootstrapped collection of many decision trees. It is a commonly used 

algorithm. It gave us a true positive prediction accuracy of 100% which is an amazing result and 

true negative of 85%, it is a bit less expected result. In detecting potholes this algorithm gives us 

95.87% accuracy for the test set and 95.96% for validation accuracy. Figure 3.7.4 shows the test 

and validation accuracy of our features from our model. 
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Figure 3.7.4: Random Forest algorithm accuracy 

3.7.5 SVM 

Support vector machine, a supervised algorithm of machine learning is one of the most popular. It 

does a great job at classifying and detecting. In our features it’s prediction accuracy of the true 

positive is 99% and true negative is 94%, which is better than all the previous ones. It gave us 

97.46% accuracy for test sets and 97.45% for validation accuracy. Which also is better than all the 

previous ones. The logistic regression is just a little behind. Figure 3.7.5 shows the test and 

validation accuracy from our model. 

 

Figure 3.7.5: SVM algorithm accuracy 

 

3.8 Software Development 

After all the work is completed, we save this model for the future. We are going to use this model 

and develop software and mobile applications (android and iOS). This software can be 

implemented on hardware that can be mounted on a vehicle and work the same as the software just 

the drivers won’t be needing a mobile device or anything like that. 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Introduction 

The name of this chapter is experimental results and discussion. In this part, we will be describing 

the results of our research and describing it. This chapter consists of three main parts: Experimental 

Results, Descriptive Analysis. The experimental results describe all the models and algorithms and 

their results and accuracy. Descriptive analysis describes each model and algorithms that we have 

worked with and detailed review on them. Finally, the summary part summarizes this whole 

chapter in brief and gives a final decision. 

 

4.2 Experimental Results 

We have used some algorithms of machine learning on the features and acquired results from them. 

The main machine learning algorithms are Logistic Regression, Elastic Net, Decision Tree, SVM 

and Random Forest. In the table below all the results and accuracies are given sequentially, 

Algorithm Validation Accuracy Test set Accuracy 

Logistic Regression 97.03% 97.14% 

Elastic Net 97.03% 96.51% 

Decision Tree 91.72% 89.52% 

Random Forest 95.96% 95.87% 

SVM 97.45% 97.46% 

 

Table 4.2.1: The result of applied algorithms 

Among all the applied algorithms we got the best result from Logistic Regression, Elastic Net, and 

SVM, which is more than 97%. And the others haven’t disappointed us at all. Though the decision 
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tree algorithm gave us 91% of accuracy, others are promising. Now, we are going to check the 

values of precision, recall and f1 score for all the algorithms. 

Algorithm Data Precision Recall F1 Score 

Logistic 

Regression 

Clean 0.97 0.99 0.98 

Pothole 0.96 0.93 0.94 

Elastic Net Clean 0.96 0.99 0.98 

Pothole 0.97 0.89 0.93 

Decision Tree Clean 0.92 0.94 0.93 

Pothole 0.81 0.76 0.79 

Random 

Forest 

Clean 0.95 1.00 0.97 

Pothole 0.99 0.85 0.91 

SVM Clean 0.98 0.99 0.98 

Pothole 0.96 0.94 0.95 

 

Table 4.2.2: Precision, Recall and F1 Score results for all algorithms 

 

4.3 Descriptive Analysis 

Among all the algorithms that we have applied, we can make a decision about the one that is best 

for our features, after doing a deep analysis. We must do the analysis in terms of something that 

we have applied on our system. As we have extracted confusion matrix, precision, recall and f1 

score for each of the algorithms, we will choose the ones that work best for us by comparing each 

of their confusion matrix, precision, recall and f1 score. Now, we are going to describe them and 

compare them accordingly. 

 

4.3.1 Confusion Matrix 
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Confusion matrix is a matrix in the form of a table that shows us the true positive or a true negative 

value. It is mainly used to demonstrate the accuracy of a classifier to know the true value when the 

classifier is run on a test dataset. Let’s give an example of a confusion matrix. Suppose an 

experiment results in a confusion matrix where the system is detecting male or female. 

 Male Female 

Male 0.70(TP) 0.30(FP) 

Female 0.20(FN) 0.80(TN) 

Table 4.3.1: Example of Confusion Matrix 

In table 4.3.1 we can see in the male row, at first, there is a True-Positive value of 70%. Which 

means the algorithm has predicted 70% males who are truly male and predicted 30% of true male 

as female in the False-Positive section. So, the system is confusing for about 30% of male. And 

again, for the female row in the True-Negative section, the system predicted 80% of females who 

are truly female and in the False-Negative section it falsely detected 20% of females as male. In 

this case, the system confused about 20% of females. So, we can call a system best for something 

where the confusion will be less than others. We hope this example describes the confusion matrix 

well. 

4.3.2 Precision, Recall, F1-Score 

To check the quality of an algorithm on a dataset, precision measurement is used. If precision value 

for an algorithm is good, that means the algorithm returns more applicable results than 

inapplicable. And recall measures the quantity of the returned applicable results. High recall value 

means whether the irrelevant results are returned or not the most relevant results are returned. The 

F1 score measures the classification ability of an algorithm. Good f1 score value means a very low 

amount of false-positive and false-negative value. For all of these, 1 is considered the perfect result 

for an algorithm and 0 is a failure. We are going to check all of these for each algorithm and 

compare them accordingly. 
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4.3.2 Logistic Regression 

Logistic regression is a well-known algorithm in machine learning. It is an arrangement calculation 

algorithm used to appoint perceptions to a discrete set of classes. This algorithm works well on 

our system where it gives 97% of accuracy. That means it predicted very well. But we have to test 

it on the terms of the confusion matrix. The figure 4.3.2.1 shows the confusion matrix of this 

algorithm where the algorithm predicts the real normal data 99% correctly. And it is confused for 

only 1% of the normal data and wrongly predicts them as potholes. And for the pothole data the 

algorithm detects 88% of real pothole data as potholes and it gets confused about 12% of the 

pothole data and wrongly predicts them as normal data which is average so far. And we must admit 

that this algorithm predicts well overall.  

 

Figure 4.3.2.1: Confusion matrix of Logistic Regression algorithm 

For this algorithm precision result is 0.97 and 0.96 for clean and pothole roads. So, it is a great 

score for the algorithm. The result quality is amazing. And we can see the recall score of 0.98 and 

0.94 in the figure 4.3.2.2 as well. This score shows the quantity of relevant results that the 

algorithm returned but somewhere it lagged a bit for the pothole data but we have to admit its 

accuracy. And the f1 score 0.98 and 0.94 is also very promising. Which shows the perfectness of 

classification of this algorithm. 
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Figure 4.3.2.2: Precision, Recall and F1 Score result for Logistic Regression 

4.3.3 Elastic Net 

This is also a great algorithm and it has shown us a great accuracy of 97% of accuracy which is a 

very promising result. But we cannot judge only by accuracy. Let's check it through the confusion 

matrix. As in the figure 4.3.3.1 which is given below shows us the true positive value of 99% 

which means the algorithm predicts the real normal road data 99% correctly. And it gets confused 

and wrongly predicts 1% of normal road data as potholes. Which is the same as logistic regression. 

But now let’s check its true negative values. It predicts 89% of real potholes as potholes correctly 

and gets confused for 11% of data and wrongly predicted as normal road data. Which is a little bit 

disappointing and this result is not as accurate as logistic regression but it is also promising. 

 

Figure 4.3.3.1: Confusion matrix of Elastic Net algorithm 
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In the figure 4.3.3.2 we can see the precision, recall and f1 score results sequentially for clean road 

data and pothole data. Precision is 0.96 and 0.97, showing the high quality of the results which is 

quite a great result. And recall value is 0.99 and 0.89 which is a great quantity of relevant results 

for clean roads and not that good for pothole data. The f1 score shows great results of 0.98 and 

0.93 which shows the perfect classification accuracy. 

 

 

Figure 4.3.3.2: Precision, Recall and F1 Score result for Elastic Net algorithm 

 

4.3.4 Decision Tree 

This is a very well-known algorithm in machine learning, and it is used enormously by researchers 

all over the world. But this one gives us the least accuracy in detecting which is 91.72%. For the 

confusion matrix which is in the figure 4.3.4.1 given below, it shows 94% of true positive results 

which means it predicts 94% of normal data which are actually normal and becomes confused 

about 6% data which are actually normal but it predicts them as potholes. And again, it predicts 

76% of true negative data which are potholes and it predicts them as potholes. But it wrongly 

predicts 24% of the pothole data as normal data. Which is a bit disappointing. 
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Figure 4.3.4.1: Confusion matrix of Decision Tree algorithm 

As for the precision recall and f1 score, the figure 4.3.4.2 shows the results. Precision value is 0.92 

and 0.81 which is less than the previous ones by quality of relevant results. For recall the value is 

0.94 and 0.76 which shows the quantity of relevant results which can be called average. And the 

f1 score result is also average where it shows 0.93 and 0.79. The classification accuracy of this 

algorithm is not perfect like the others. This algorithm is not perfect by any means for our dataset. 

 

Figure 4.3.4.2: Precision, Recall and F1 Score result for Decision Tree algorithm 

4.3.5 Random Forest 

This algorithm is a bootstrapped collection of many decision trees. It is a commonly used 

algorithm. In detecting potholes, this algorithm gives us almost 96% of accuracy. In the figure 

4.3.5.1 which is given below, we see that it predicts 100% of true positive data which is normal 

data. That means it detects all the normal road data correctly. But for pothole data it predicts 85% 
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correctly and gets confused about 15% of pothole data and predicts them wrong. We can see, it 

did good at predicting. 

 

Figure 4.3.5.1: Confusion matrix of Random Forest algorithm. 

In the given figure 4.3.5.2, the precision value for this algorithm is 0.95 and 0.99 which is great 

and this shows the good quality of the relevant results that the algorithm returned. The recall value 

shows 1.00 and 0.85 which cannot be any better for clean roads and for potholes it is a bit 

disappointing quantity of relevant results. The f1 score shows 0.97 and 0.91 and it shows the 

perfect classification of clean road data but for the pothole data it is not that perfect compared to 

others. 

 

Figure 4.3.5.2: Precision, Recall and F1 Score result for Random Forest algorithm 

 

4.3.6 SVM (Support Vector Machine) 
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 It is a supervised learning algorithm which is one of the most popular algorithms among all in 

machine learning. It is mostly used for classification in machine learning. It gave us the highest 

accuracy rate which is 97.14% for the test set and 97.24% for validation. If we look at the figure 

4.3.5 which is given below, it shows the prediction rate of 99% of normal data which are truly 

normal, and that is great. For the pothole data it predicts 91% correctly about the true potholes. 

And gets confused for 9% of the pothole image and predicts them as normal data. Which is a huge 

achievement. This is the best result so far. 

 

Figure 4.3.6.1: Confusion matrix of SVM algorithm 

In figure 4.3.6.2 we can see the result of precision, recall and f1 score for the SVM algorithm 

where it shows 0.98 and 0.96 value for precision. It is the best quality of the result so far. And the 

recall is 0.99 and 0.94 which shows the quantity of relevant results. F1 score values are 0.98 and 

0.95 which is also an amazing result. All three of the results are best among all the algorithms we 

have applied so far. So, SVM is the algorithm that is best for our dataset.  

 

 

Figure 4.3.6.2: Precision, Recall and F1 Score result for SVM algorithm 
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CHAPTER 5 

CONCLUSION 

5.1 Introduction 

Our system works and fulfilled its goal successfully which was to detect the potholes accordingly. 

The images we have chosen for this system, there were two classes. One is pothole image data, 

and another is normal or clean road data. Our extracted features worked very well for the models 

of machine learning and the potholes were detected successfully by those models. Before 

extracting features of the dataset, we resize the image altogether. Then we started training the 

features and after training we applied different algorithms to reduce the dimension of the dataset, 

reduced the features in such a manner that no information was lost from the features, and we also 

increased the visualization. By doing so, the features were ready and it would be easy for the 

machine learning algorithms to work properly. We applied a lot of algorithms which are Logistic 

Regression, Elastic Net, Decision Tree, SVM and Random Forest. Almost all of them gave 

amazing results. The best result was given by SVM and Logistic regression, which are more than 

97%. And all the others gave more than 95% except for Decision tree which gave the lowest that 

is also more than 91%.  This result proves that our classification and feature extraction was perfect. 

This accuracy can be better in future by adding more images in the dataset. And after the 

implementation will be completed, the system will be easy for overall use. 

Finally, our model succeeded in detecting the potholes and this system could be a perfect prototype 

for the road authority of Bangladesh and by giving order to every vehicle to use this, and this will 

reduce the accident rate and can save a lot of lives and other harmful occurrences.  

 

5.2 System Limitations 

Our system is very effective and helpful for general people and we have no doubt that it will help 

people of all sectors who put their lives in risk by travelling around by roads. It successfully reaches 

our main goal, which is to detect potholes accurately. Though the system has some limitations.  
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To make our system usable, every vehicle will have to mount a camera in front of their vehicle. 

This system is not implemented on any software or android applications yet. No GPS system has 

been added to specify the exact location of the potholes. We have not added any dataset that was 

collected at night. So, we are really worried about this system's accuracy during the night-time. 

The system cannot send data to the cloud with the location of potholes, to give the information to 

the authority. Even our system is not connected to the map so other drivers who will go through a 

road can understand how many potholes are there in the road and if they will choose the road for 

traveling or not. 

 

5.3 Future Work 

Our main goal of this thesis was to detect the potholes accurately. And our model has done its part. 

But we will work hard on this topic further and take this work to a new level. As we have discussed 

in the limitation part about the things that are limited in our system. We are going to improve and 

develop them. We will improve the accuracy by applying more different algorithms. As our model 

lacks the ability to detect potholes at night, we are going to add a GPS system with a model that 

will store and send the location with the image of the pothole for uploading it to the server. The 

app that we are going to develop will receive the data and further that data will be sent to the app 

of the person who is currently using the app on that specific road and also it will help at night and 

alert the drivers about upcoming danger.  

We are going to develop both android and iOS applications, which will add a whole new chapter 

to this system. As the vehicles will have cameras mounted on the vehicle front, the application will 

be connected to the camera. But after the server system with map is active not all vehicles will 

need to have a camera cause the app will let them know about the exact locations. And the bikers 

and old vehicles will never have to worry in days as well as at night-time. There is also a possibility 

that we are going to implement this system in a hardware that will be implemented on the vehicle 

with the camera and will beep while the camera detects potholes on the road. And it will also have 

GPS and it will do the same work as that app. And the dash monitor of the car will be added with 

it for giving an alert on those specific pothole locations. 
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