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ABSTRACT 

 

Road Signs are very important but a neglected topic in the discipline of driving vehicles in 

Bangladesh. As a highly populous country chaos on the road has taken a disastrous shape 

over the past decade as the number of vehicles on the road had went up and road safety 

became a crying need as the lives lost in road accidents are constantly on the rise. In case 

of Road Signs in Bangladesh the descriptive text for it is given more emphasis than the 

sign itself. Whereas, in the developed countries the signs are given more importance, 

because Signs are supposed to be universally accepted in case of communication. Hence, 

the Road Signs in Bangladesh are put quite arbitrarily, especially in the metropolitan areas 

the signs are credited by Metropolitan Police, or sponsored by companies, they look more 

like posters or banners than a legitimate Road Sign and it becomes very difficult to locate 

them.  

 

As we are witnessing the development of Autonomous Driving Systems all over the world 

by companies like Tesla, it is becoming more and more popular in demand. The detection 

& recognition of Road Signs play a crucial role in it. In Bangladesh Road Signs are ignored 

most of the time & text based road signs are given the priority. While human brain is 

capable enough to detect text based Road Signs, a smart system can struggle. Nonetheless, 

two types of measures could be taken into account in this case, one is through text 

recognition based and the other is detecting the sign in the poster-like signs and then run it 

through a neural network based classification to identify it. The later solution was taken 

into account for this paper, as all the Road Signs (both poster-like & basics) contain the 

basic signs for directions, they may or may not contain descriptive text along with them, 

but the road signs are always present in larger or smaller scales. The solution was built 

around Deep Learning and Image Processing techniques for object detection, segmentation 

and classification. Supervised Learning and Transfer Learning were used in terms of 

technical development. Text based recognition systems are not ideal for metropolitan areas 

because there are so many posters and banners attached to the poles and around the Road 

Signs. 

 

Key words : Road Sign, Object Detection, Region of Interest, Artificial Intelligence, 

CNN – Convolutional Neural Network, Deep Learning.  
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CHAPTER 1 

INTRODUCTION 

1.1.  Thesis Overview 
This study is composed of two parts, road signs detection and road signs recognition. A 

Road Sign detection and recognition solution is offered in this study. For detecting Road 

signs a model based on computer vision techniques like image segmentation and shape 

features matching has been used. For classification & recognition purpose a LeNet-5 

architecture based Convolutional Neural Network has been used. The solution was created 

combining two parts together serving separate purposes of both detection & recognition. 

But we discuss unique instances regarding Road Signs used inside the metropolitan areas 

of Bangladesh and try to conduct tests with the developed solutions. 

 

1.2. Problem Definition 

Road Signs in Bangladesh are quite difficult to detect and classify since our roads have 

plenty of posters and banners on the road and also there are road signs that are placed in 

such ways that it becomes quite difficult to detect them with even human viewpoint. The 

objective here is to detect and classify road signs against those odds and contribute to the 

future challenges about to be faced in the matter, regarding smart solutions. The problem 

that is covered in this paper is to detect road signs from ‘poster like’ road signs placements 

in metropolitan areas usually they are sponsored by certain companies with the courtesy of 

metropolitan police and they are unlike any other RS that are used all over the world except 

for the fact that they do contain the RS in the corner but in a very small scale, which can 

be difficult to spot by a camera. An example would be just as below –  

 

 

 

Fig. 1.1. Examples of Road Signs that follow out of the norm designs than traditional ones. 

 

 

1.3. Motivation 

This study was carried out keeping ‘Safer Road, Safer Future’ in mind. Bangladesh needs 

safer Traffic Control Systems and strict laws to make our roads safer. Recent death tolls of 

students on the roads of Dhaka Metropolitan City in 2018 leading to “We want safe road” 

movement  have been a major driving force for this study. Smart solutions can play vital a 
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role in terms of saving lives on the road everyday. This study will work on contributing to 

unique instances of RS in use and also enable future researchers to develop a system that 

can detect them from live video feed since this study was carried out on input images only. 

 

1.4. Thesis Contribution 

This thesis has been carried out keeping a research gap in mind which adds a new 

dimension to the field of Detection & Recognition systems of RS. This article takes 

knowledge gained from several authors into account and enables others to do likewise. 

More over the data collected for the purpose of the thesis is self-collected and preprocessed, 

which can also be of great use to future researchers.  

1.5. Scope 

The scope of this study is going to be helpful for: 

- Detection & recognition of RS with unique features 

- Contribution to the dataset of the Bangladeshi RS. 

- Add a unique perspective to the whole concept of RS based smart solutions in     

Bangladesh.  
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CHAPTER 2 

LITERATURE REVIEW 

2.1. Introduction 

A literature review is a review article which includes current knowledge, including firm 

based findings and as well as theoretical and methodological contributions to a particular 

topic. The review consists of summarization, critical evaluations of previously published 

work. It can refer to a full scholarly article, book or journal or specific portions of it. The 

main purpose is to provide a researcher or a general reader to provide with knowledge on 

the matter.  

 

2.2. A Comparative study on the detection and recognition of RS in 

Computer Vision with Machine Learning & Deep Learning. 

If we look at [12] SURF, Bag of Visual words and K-means methods were used as 

backbone for real time detection of traffic signs, bag of visual words method, which uses 

key-point features of an image matching with a reference image to detect and recognize an 

object, K-means algorithm plays a vital role in the recognition by creating a histogram of 

the nearest neighbors. In [5] & [8] we can see Adaboost, SURF, SIFT were used as 

inspiration for key-feature matching to detect RS and extract RoI, however in [5] Artificial 

Neural Network was used which was based on MLP for shape classification, an additional 

SLP network also developed for content recognition in Triangular and Circular Road sign 

design. While [8] uses a two step algorithm that prioritizes shape features, but also 

eliminates the possibility of false positives by using ratio of the object area, however the 

accuracy is not too high (Lasota et. al. 2016) . In [3] Matching pursuit has been used, in 

this paper a pixel by pixel matching of template image and complemented image is 

performed which is similar to the detection method used in this paper, but the template 

matching technique is used for recognition of the RS as well, which is good for smaller 

scale dataset, but not for large scales, the accuracy here is not significantly high, SVM & 

HOG descriptor based models has been known to have shown higher accuracy rate (up to 

95%). [2] Uses deep learning & also a completely innovative concept which is semantic 

web ontologies, it uses interpreting message sent by an RS to a deep learning model to 

recognize a traffic sign. This paper implemented RS ontologies, SPARQL query requests 

are used to detect a traffic a sign based on ontologies created and feed forward this data to 

a trained Neural Network to classify the sign. [4] and [3] both are based on similar datasets, 

but here [4] the use of DtBs vector can be seen along with neural networks. [4] uses image 

segmentation based on color and then uses aspect ratio and area to filter properties, then by 

calculating Distance to Borders (DtBs) to recognize the shape of an RS, candidate region 

is extracted and fed to an ANN network for recognition of a particular RS. [6] uses color 

based segmentation just [3] to better extract RS, then converts it to binary image and uses 

Fast Radial Symmetry algorithm to recognize the shape of candidate regions and Harries 
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corner detector the other two basic shapes triangle & rectangle is recognized. Overall the 

detector has shown promising results (Horak et. al. 2016). [11] uses Hough Transformation 

and CNN to classify RS in pictures, in preprocessing the HSV color space has been used 

like in [3] & [6] , however this experiment was only conducted on circular RS. However 

the accuracy rate is much higher (98.2%).  

2.3. Conclusion 

HSV color is very close to the way human perceive an image [3], for segmentation of red 

an blue color used the majority of traffic signs it is worth considerable. From a large image 

[7] feature matching is the simplest way to detect RS and extract RoI. Template library is 

created for the purpose. [11] CNN is a better choice for recognition purposes since there 

are large datasets like German Traffic Sign Recognition Benchmark available, pretrained 

deep neural network architectures such as VGG-Net, Mobile-Net, Le-Net are available to 

train a robust model for the purpose. The trained model that has a higher accuracy rate can 

be used in the development of real-time detection and recognition for the future work as 

well. 
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CHAPTER 3 

METHODOLOGY 

We have figured out by now assessing previous works done on the matter from Chapter -

2, is that RS comes with some distinct basic features such as shape & colors. Aside from 

that we have area of content which dictates the classification & recognition. In terms of 

detection from a large scale field of view, the distinct features are widely used to extract 

the Region of Interest. The challenge here is to make the detection method as less time 

costly as possible but also given the limitations in existing unique instances of which we 

are solely going to focus on in our later experiments. The classification and recognition 

part is powered by the training of CNN models, the more it gets to train the more accuracy 

we can get out of it.  

 

3.1. Collection of Dataset 

Keeping the unique RS detection and recognition in mind the collected the data is based 

on  RS found in metropolitan areas of Chittagong & Dhaka. The source is very limited 

since the instances we are looking for are unique and very small in number. About 102 

images (both unique & commonly used instances) of RS has been collected with a 16 

megapixel camera & from google image search. For additional data we are using GTSRB 

database images that match with the ones in Bangladesh. We are also using the dataset 

layout from it. Some images were also created as synthetic data with illustrators for testing 

purposes. Examples of images in the Road Signs dataset are shown in Fig. 2.1. 

 

 

 

 

 

 

 

 

Fig 3.1. Examples of collected image data 
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3.2. Data Preprocessing 

Since image data is being used in the experiment, image pre-processing is a very important 

step in this regard. It is analogous to the mathematical normalization of a data set, which 

is a common step in various feature descriptor methods. It may have a positive impact on 

the quality of feature extraction and the results of image analysis. It is the first step after 

the collection of training dataset for a machine learning or a deep learning model.   

 

3.2.1. For Detection 

For detection purposes, template images were created using illustrators with square image 

dimensions and also taken from real images by cropping into square dimensions as well. 

Then threshold binary images were produced and stored in a folder. Then the images were 

annotated using Microsoft Excel Spreadsheet with headings – ‘template_folder, 

shape_class, sign_type’ shown as below: 

template_folder shape_class sign_type 

00 0 prohibitory 

01 1 cautionary 

02 2 informational 

03 3 prohibitory 

04 4 prohibitory 

.... .... .... 

  Table 3.1. Template Data annotations for RS detection. 

Here shape_class 0= circular, 1=triangular, 2 = rectangular, 3=octagonal and 4= circular 

not allowed.  

3.2.2. For Recognition 

For recognition purposes, An image with certain RS was cropped to square dimension with 

the RS in it, then converted into 32x32 dimensions, converted to RGB color format and 

.ppm file type. Similar signs were stored in a folder named with a distinct number. Images 

were annotated with the folder number as their class_ID and recognition name with 

RS_name, shown as below: 

class_ID RS_Name 

00 Speed Limit 30 km/h 

01 No Passing 

.... .... 

Table 3.2. Image Data annotations for recognition. 
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3.3.  Detection method outline 

For RS detection purpose edge detection, HSV color space has been used. The detection 

model is divided into following steps. 

1. Blue and Red color segmentation using HSV color space. 

2. Eliminating noise with gaussian blur. 

3. Edge Detection with Canny operator.  

4. Drawing contours based on occupied pixel area to eliminate small unimportant 

areas. 

5. Template matching with Template gallery for RoI bounding box generation. 

6. Cropping the bounding box content.   

3.4. Recognition method outline 

For RS recognition purpose, LeNet-5 has been used, which uses 32x32 pixel RGB image 

as input. Following steps are followed: 

1. The detected cropped image is scaled down to 32x32 dimension. 

2. Converted into RGB format. 

3. Fed into the trained CNN network. 

4. Recognition Results are produced in text output. 

3.5 Requirements for Implementation 

Because of the technology involved like usage of OpenCV and a high level CNN 

architecture training, along with Tensorflow framework, the following setup of the 

following are required:  

Hardwares/Software requirements: 

1. NVDIA GPU (CUDA 5.0 or above) 

2. RAM (At least 8 GB) 

3. Any Operating system that runs Tensorflow framework. 
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CHAPTER 4 

DETECTION METHOD & ARCHITECTURE 

4.1. Introduction: Object Detection 

Object detection is one of the majorly discussed and researched topic in modern day field 

of Machine learning and Deep learning. Object detection is a key technology behind driver 

assistance systems, that enable cars to detect driving lanes or perform 

pedestrian detection to improve road safety. Object detection is also useful in applications 

such as video surveillance or image retrieval systems.   

 

4.2. The literature in detection of Road Signs 

HOG features were used initially to detect and recognize RS. Fast Radial Symmetry and 

Harris corner detector [7] has also been effective in detection of RS apart from. By using 

Hough, the global detection problem that is not easy to solve can be transformed into the 

local peak detection problem that is easy to solve, making the transformed result easy to 

detect and recognize. Its advantage is that noise and curve discontinuity have relatively 

small influence (Sun et. al. 2019). In [1] Single Shot Detector(SSD) has been used to detect 

RS. YOLO v3 has also been found effective in detection and classification of RS. In most 

of the studies carried out before the popularity of Deep Neural Network based object 

detectors, image segmentation, shape classification and template matching has been 

popularly used [3]. Transfer learning based detection is best used for detection when there 

is availability of a vast amount of data. But when working with a small amount of data, it 

is best to use Computer Vision techniques [7]. 

 

4.3. Outline of Bangladeshi Road Signs 

 
4.3.1. Commonly used Road Signs in Bangladesh 

Road Signs used in Bangladesh are fairly common and they are mostly implemented in 

highways. But one of the major portion of it also plays a very important role in the traffic 

control systems Metropolitan areas. The vast population of drivers here are mostly unaware 

of the importance of them and more or less carefree, hence the metropolitan traffic police 

departments comes forward to provide RS that are better visible and poster like. That raises 

the questions below:  

- Does smart solutions exist to identify poster-like RS within a field of view? 

- Can existing solutions detect road signs in these circumstances? 

 

RS that align with the officially approved law can be categorized between red and blue 

colors. Shape features like Triangular, Circular, Rectangular, Rhomboidal and Octagonal. 
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Prohibitory RS 

 

Cautionary RS 

 

Informative RS 

   

 

Fig. 4.1. Outline of Bangladeshi Road Signs 

 

 

Shape features are very important in terms of Detection of RS. Some commonly used 

shapes in RS are shown in Fig. 4.2. 

 

Fig. 4.2. Commonly used shapes for Road Signs. 

 

During the data collection some unique RS were discovered that are shown in Fig. 4.3. 
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Fig. 4.3. Unique Road Signs 

 

 

4.3.2. Road Signs in Metropolitan Areas. 

RS in metropolitan areas are quite different. Since in metro areas there are a lot of 

distractions on the side of the roads, poster like RS are used where the text description is 

given priority than the RS, as show in Fig. 1.1 in Chapter 1. Basically the structure of the 

RS in Metropolitan areas are as follows: 

 

Fig. 4.4. Structures of Road Signs in Metropolitan Areas. 

 

The problem lies here is that each metropolitan area has their own unique background 

colors of their own. Which makes it harder to detect. Only handful of locations have them 

and we don’t have access to massive amount of data of this kind to support training and 

testing for a Neural Network based  detection system. So, a solution was chosen based on 

Computer Vision techniques. 
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4.4. Proposed Detection Method 

The proposed detection method is based on color segmentation, edge detection, color 

segmentation and template matching technique [7]. Overall architecture is shown in a 

diagram that can be seen in Fig. 4.5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.5. Detection model architecture 

 

 

 

Crop Bounding Box Image 

Look for shape features in Annotations 

Dataset 

Look for shape features in Annotations 

Dataset 

Shape class Suggestions 

Shape class Suggestions 
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4.4.1. Color Segmentation 

Usually, RS are placed on the side of the road and often isn’t placed in plain sight. There 

are backgrounds that are tree, posters and buildings etc. But all the RS have distinct colors 

that make them a bit more visible. Images taken by camera are digitized in RGB color 

format. But the correlation between the colors Red, Green and Blue components makes 

image segmentation quite challenging for lit up situations. Studies done for this paper have 

shown that HSV is more suitable for almost any kind of light intensity. HSV color space 

(or HSB color space) is composed of Hue H, Saturation S and Value V. It is a nonlinear 

transform of RGB space. 

 

 

 
Fig. 4.6. The formula for conversion of RGB color space into HSV space 

 

 
 

Fig. 4.7. HSV color space 

 

Then segmentation of red and blue color is done by performing following tasks: 

 

(i) Set lower red range to HSV(0, 50, 50) and upper red range to (10, 255, 255) and 

mask 0 is created. Similarly another red color mask 1 created with lower (170, 50, 

50) and upper (180, 255, 255) ranges. 
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(ii) Set lower blue range to HSV (100, 50,50) and upper blue range (110, 255, 255) and 

mask 2 is created. Similarly another blue color mask 3 is created with lower (110, 50, 

50) and upper (120, 255, 255) ranges. 

(iii) All the masks are combined by mask = mask0+ mask1 + mask2 + mask3 

(iv) A copy output image is made by setting every pixel value except for ‘mask region’ to 

0.  

 

Results of the operations are shown in Fig. 4.5. 

 

 

 

 
 

 

Fig. 4.9. Performing color segmentation with HSV color space. 

 

 

4.4.2. Eliminating noise with gaussian blur. 

The filtered image is applied with gaussian blur to remove left over noises and small 

red or blue noises picked up in the image. 

 

 

 
 

 

Fig. 4.10. Gaussian function & result 

 

4.4.3. Edge Detection with Canny operator.  
Canny Edge detector is used on the gaussian blurred image. But before that grey 

scale filter is used on the image.  

 

Edge Detection operation is shown in Fig. 4.11. 
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Fig. 4.11. Canny edge detection & result. 

 

 

4.4.4. Drawing contours based on occupied pixel area to eliminate small 

unimportant areas. 

 
After finding the optimum edges by Canny operation done in 4.4.3. contours are found and 

drawn  around the edges using thresh binary methods. Process are shown in Fig. 4. 

 

 

 

 
 

Fig. 4.12. Drawing Contours on occupied Pixel area of Road Sign. 

 

 

4.4.5. Detecting shapes 

 

After drawing the contours we fill the bounding contour area we detect which shape classes 

it belongs to based on table 3.1. from Chapter 3. Fig. 4.13. shows filled up contour area of 

the sign. 

 

Fig. 4.13. Filling up the area of contour 

Based on OpenCV approximation function we detect whether the filled area could belong 

to which shape classes & give a list suggestion. In this case, class – 0, 3, 4 are suggested. 

Gray 

Scale 
Cann

y 

Draw Contours and thresh binary 

image generation 
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4.4.6. Template matching with Template gallery for RoI bounding box generation. 

 

 
4.4.6.1. Template Gallery 

Since template matching is used for identification, we tend to identify a 

specific shape contour that exists within the picture that belongs to the norm 

of RS. The pictures in the template gallery are all common outlines and shapes 

used in RS in binary images. That means only shape features are going to 

matter in this part. Therefore, template gallery uses binary image format. 208 

template images of 9 different types have been added to the gallery, all with 

performed image augmentations using shear, zoom and rotation. 

The template folders look as figure 4.14 - 

 

Fig. 4.14. Template Gallery 

4.4.6.2. Template Matching 

Template matching is a process. Algorithm in [7] is being used in this case. First the 

template in the gallery is judged for the similarity with each part of the image. Secondly, it 

is determined whether it has the similar part as the template image. In 4.4.5. detection of 

shapes cuts down the process of looking through all the folders for templates that could 

match, based on the suggestions it had made. Finally, the specific location of the RoI is 

detected in the picture. 

 

 First, we can place the detection object template t(x, y) on the image. Secondly, we 

focus on detecting the similarity between the template in the suggested template folders 

(suggested by the shape detection) and the input image. All the pixels in the image have 

such operations. Finally we need to determine whether or not there is an object in the image 

according to the maximum similarity or it exceeds a certain amount of threshold, and find 

the specific location of the object which here is the RS. 
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Matching measures include: 

 

max | f -t |  (1) 

 

∬ | 𝑓 − 𝑡 |𝑑𝑥𝑑𝑦
𝑠

 
(2) 

∬ (𝑓 − 𝑡)2𝑑𝑥𝑑𝑦
𝑠

 

 

(3) 

 

 The smaller the measurement values of equation (1), (2) and (3), the better the 

matching result; on the contrary, the larger the measurement values below, the better the 

matching result. (Jia et. al. 2020) 

  

m(u, v)= ∬ 𝑡(𝑥, 𝑦)𝑓(𝑥 + 𝑢, 𝑦 + 𝑣)𝑑𝑥𝑑𝑦
𝑠

        (4) 

 

m(u, v)= 
𝑚(𝑢,𝑣)

√∬ 𝑓(𝑥+𝑢,𝑦+𝑣)2𝑑𝑥𝑑𝑦𝑠

                    (5) 

 

 

4.4.7. Drawing Bounding Box and Cropping the Region of Interest  

After finding the maximum matching pixels the object is then localized with bounding box. 

Then using the bounding box co-ordinates (height, width, x, y) the content within is 

cropped to extract the RS. The operations performed are shown in Fig. 4.15. 
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Fig. 4.15. Cropping into RoI. 

 

4.4.7.1. Testing on other instances 

Experiments on poster-like RS has been conducted under the same methodology 

discussed in previous sections. They are shown in Fig. 4.16. 

 

Fig. 4.16. Example of detecting RS in Poster-Like Road Sign 

    

 

4.5. Results & Discussion 

RS detection is a very complex problem and there are a lot of dependencies involved in 

the matter. A few things are notable as follows: 

(i) It becomes difficult to detect RS from Poster-Like circumstances if the 

background is matching with the RS border color. Then the color 

segmentation becomes too difficult to isolate the RS. As shown in Fig. 4.17. 

 

 

 

 

 

Fig. 4.17. Road Sign background matching the sign color. 

Crop RoI 

Draw Bounding Box 

Road Sign 
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(ii) If the text description is written in either red or blue color that matches the RS 

color, then it gives false positive detection of RS. As seen in Fig. 4.16. the 

English letter ‘o’ in “No Parking” text is also detected as an RS. 

(iii) Detection time is relatively fast for almost all the RS shapes. The highest time 

recorded being 40 milliseconds (for poster-like RS) and lowest being 4.9 

milliseconds(for circle shaped RS) . Fig. 4.17. shows time records for 

detection purposes. 

 

 

Fig. 4.18. Detection time records 

 

4.6. Conclusion 

The detection method used here is not quite robust and can give false positive 

at times. As we are not using any trained model to detect RS it is safe to say 

this model could be improved with more accuracy if more data were 

accumulated. But this has been developed keeping unique instances in mind 

and the fact that a trained Machine Learning model or Neural Network based 

model would be able to detect RS more accurately. Then again, it all comes 

down to the access of a lot of data and the instances here are unique and rarely 

seen. Some false-positive detection are shown in Fig. 4.18. 

 

 

 

Fig. 4.19. Some wrong detections. 
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CHAPTER 5 

RECOGNITION METHOD & ARCHITECTURE 

5.1. Introduction: Object Recognition 

Object recognition is a technology enabled by computer that is related to computer vision 

and digital image processing. It deals with both detecting instances of an object to classify 

and recognize it based on Machine Learning & Deep Learning based algorithms, backed 

by thousands of training image data. Supervised Learning, Unsupervised Learning and 

Transfer Learning is widely used in Object Recognition. 

 

5.2. Literature of Road Signs Recognition 

Use of visual words [12] has been seen effective in unsupervised learning of RS 

recognition. Support Vector Machine Based classifications [3] have been used in the past 

and also several feature matching algorithms [8] like SIFT, SURF, Adaboost Classifier & 

Template matching has been used in earlier days of RS recognition technologies. In modern 

days the widespread use of Deep Learning and advancement of Artificial Intelligence, 

Neural Network based architectures are more suitable of such tasks. ANN architectures 

have been used paired with Image Processing techniques like DtBs vectors[4] and shape & 

content classifications [5]. Modern day ease of access in data and impressive architectures 

for transfer learning for CNN [11] like AlexNet, MS COCO dataset & YOLO[14] 

architectures enables us to easily train our data into deep networks and get desired 

accuracy. In this study we have used LeNet-5 architecture for our transfer learning & 

training purposes and used Convolutional Neural Network (CNN) as the main training 

model. 

 

5.3. Overview of the used Architecture 

Convolutional Neural Networks is the standard form of neural network architecture for 

solving tasks associated with images. It is solely used for tasks such as object detection 

recognition purposes. It is a form of feed-forward neural network which has artificial 

neurons that answers a locality of the encircling cells within the coverage vary. It performs 

very well in large-scale image processing. 

    There are several different architectures for CNN. The one that is used in this paper is 

LeNet-5. Here’s a discussion about the methodology architecture –  
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5.3.1. LeNet-5 Features 

The features of LeNet-5 are – 

(i) Every convolutional layer consists of three different parts – convolution, 

pooling and nonlinear activation functions. 

(ii) Spatial features are extracted by convolution. 

(iii) In average pooling layer subsampling are done. 

(iv) tanh activation function is used after (iii) 

(v) Multilayer Perceptron (MLP) is used as the last classifier. 

(vi) Sparse connection between layers are used to reduce the computation 

complexity. 

5.3.2. Architecture of LeNet-5 

LeNet-5 network is composed of 5 layers with learnable parameters provided. It has three 

sets of convolution layers which consists of three different parts as discussed in 5.3.1. After 

the convolution and average pooling layers are through, we have two fully connected 

layers. At the very last, a Softmax classifier which classifies the images into respective 

class. 

 

Input 

32 × 32 × 1 

Fig. 5.1 Input Image 

The input to this model is a 32 × 32 grayscale image. 

 

Fig. 5.2 Feature Mapping 
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The first convolution operation with the filter size 5×5 and we have 6 such filters. As a 

result, we get a feature map of size  28 × 28 × 6. Here the number of channels is equal to 

the number of filters that have been applied. 

 

 

Fig. 5.3 Subsampling 

 

After the first pooling operation, we apply the average pooling and the size of the feature 

map is reduced by half. Note that, the number of channels is intact. 

 

 

Fig. 5.4. Convolution 

 

Next, we have a convolution layer with sixteen filters of size 5×5. Again the feature map 

changed it is 10×10×16. The output size is calculated in a similar manner. After this, we 
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again applied an average pooling or subsampling layer, which again reduce the size of the 

feature map by half i.e. 5×5×16. 

 

 

Fig. 5.5. Final convolutional layer. 

 

Then we have a final convolution layer of size 5×5 with 120 filters. As shown in the 

above image. Leaving the feature map size 1×1×120. After which flatten result is 120 

values. 

After these convolution layers, we have a fully connected layer with eighty-four neurons. 

At last, we have an output layer with ten neurons since the data have ten classes. 

Here is the final architecture of the Lenet-5 model. 

 

Fig. 5.6. Fully connected layer 
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Here are the operation performed in LeNet-5 in a nutshell shown in Fig. 5.7. 

 

 

Fig. 5.7. LeNet-5 Architecture 

5.4. Training 
As we have mentioned in Chapter 3 section 3.1. we are using the format and data from 

German Traffic Sign Recognition dataset which has over 40 classes and more than 50000 

images in total. We are using about 44 class with extra 4 being added classes for signs 

unique to Bangladesh. Here is the distribution of images plotted in a histogram in Fig. 5.8. 

 

Fig. 5.8. Distribution of training Dataset. 

The training was run up to 30 epochs. The training to test data ratio was 0.2, validation 

ratio was 0.2 as well. 
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5.5. Testing and Results 

5.5.1. Accuracy 

We have trained our model to it’s limits. The accuracy went up to 98.2%. A model 

evaluation diagram is plotted in Fig. 5.9. 

  

 

 

 
Fig 5.9. Accuracy and loss evaluation diagram 

5.5.2. Test Results 

After the detection and extraction of RS in Chapter 4, we pick up right after section 4.4.7. 

in this section.  

Some tests were run on the collected data and here are the results shown in Fig. 5.10. 

 

Fig 5.10. Road signs recognition in images 

 

 

 

 



 

Page | 25 
© Daffodil International University 

5.6. Conclusion 

The accuracy rate is satisfactory in this experiment. Despite the recognition confidence 

being low for RS that have low amount of data. In this section, a traffic sign recognition 

method on account of LeNet-5 architecture is proposed, Test result displays that the 

accuracy of this method is 98.2%. A more well balanced collection of data can solve the 

lower confidence rate in classes that contain small number of images. 
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CHAPTER 6 

CONCLUSION, LIMITATIONS & FUTURE SCOPE 

6.1. Conclusion 

In this study two parts of research were carried out. One being RS detection and 

the other being RS recognition. The first part was solely image processing, 

based on template matching, color segmentation, shape detection and template 

matching techniques. The second part was implemented using LeNet-5 

architecture and transfer learning process, the accuracy were found up to 98.2% 

which is quite satisfactory. 

 

6.2. Limitations 

(i) Due to lack of Data collection the detection method still isn’t that robust. 

(ii) Recognition Model needs a more balanced collection of data for certain 

instances. 

 

6.3. Future Scope 

In the future the unique instances of traffic signs could be detected with a more robust 

algorithm and collections of those instances could escalade the detection process 

more easily because it will be eligible for using advanced detection algorithms like 

YOLO v5 or SSD. 
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