fg"llcg(_ D)2
versity

A realistic shortest path considering
road intersections.

Md. Abu Naeem
171-35-1868

A Thesis submitted in partial fulfillment of the requirement for

the degree of Bachelor of Science in Software Engineering

Department of Software Engineering
DAFFODIL INTERNATIONAL UNIVERSITY

F a2020’

©Daffodil International University



APPROVAL

Thi s T h efsreaBstictshiortedt maith cofisidering road intersections.0 , s ub rMidt t e d
Abu Naeem (171 — 35 - 1868) to the Department doftware Engineering, Daffodil International
University has been accepted as satisfactory for the partial fulfillment of the requirements for the

degree of BSc. in Software Engineering and approved as to its style and contents.

BOARD OF EXAMINERS

Evrom

-

e e — - Chairman
Dr. Imran Mahmud

Associate Professor and Head
Department of Software Engineering
Daffodil International University

Ll

Md Anwar Hossen

Assistant Professor

Department of Software Engineering
Daffodil International University

W

Asif Khan Shakir

Senior Lecturer

Department of Software Engineering
Daffodil International University

-
External Examiner

Internal Examiner 1

Internal Examiner 2

Professor Dr M Shamim Kaiser
Institute of Information Technology
Jahangirnagar University

©Daffodil International University

b



DECLARATION

| hereby, delare that | have taken this thesis under the supervision of Mr. K.M. kddain,
Assistant Professor, Department of Software Engineering, Daffodil International University. | also
admit that neither this thesis nor any part of this has been subnigésdhere for award of any

degree.

Submitted By

A/bo Noag=m

Md. Abu Naeem

ID: 1717 35- 1868

Batch: 22"

Department of Software Engineering, Faculty of Science and Information Technology,

Daffodil International University.

Certified by:

////////////

eEééeéeéeéecécé.
K.M. Imtiaz-Ud-Din

Assistant ProfesspDepartment of Software Engineering,
Faculty of Science and Information Technology,

Daffodil International University.

©Daffodil International University



ACKNOWLEDGEMENT

Throughout Writing this of thesis | faced difficulties gmwblems to solve. But with the
help of our respectable supervisor sir, | overcame all difficulties and solved every
problem | faced through this journey. Through this journey | learned a lot

First of all, | am grateful to my almighty Allah for making mepable enough to
complete this thesis.

And | really want to thank my respectable supervisor sir, Mr. K. M. ImtiizDin,
Assistant professor, Department of Software Engineering, Daffodil University for his
continuous help through this journey.

Also, tharks to my department for enhancing our skill though this Final Project/thesis.
Hopefully this will help us in our upcoming future.

iii
©Daffodil International University



Abstract

Finding shortest path plays an important role in many areas. Such as Robotics, Road
maps, Networkcommunications etc. There are some popular algorithms that can find the
shortest path. In different environments, our conventional algorithm needs to be modified
to solve a specific problem. In this paper we modified the conventional Dijkstra

algorithm tofind the shortest path considering intersections. We tested the performance
of our improved algorithm on a real map which is collected from Google iiag.

algorithm is implemented using Visual C++14, and our analysis results showed that this
algorithm B effective and more accurate in real life.

Key Words i Shortest path, Improved Dijkstra algorithm, Intersections.
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CHAPTER 1
INTRODUCTION

1.1 Background

Path planning is a very common problem in compsitéence. It has many useful application
areas like artificial system, network, automatic guided vehicle etc. In modern computer
science path planning plays an important role. This research helps to find the best path from

one point to another.

In decades mny path planning algorithms has been proposed such as Dijkstra algorithm [1],
A* algorithm [2]. Etc.

1.2 Motivation

During my Literature review, | find many of the authors present some interesting problems
and solutions on behalf of this shortest path algorithm. There are stilldafimenciesn
this area to talk about. It is a great opportunity to contribute my lealgye in this field.

Relevant present article makes the following contributions
- Path planning foRobots.
- Path planning consideringraffic Condition.
- Path planning consideringane Changing.

- Path planning considering-Turn.

1.3 Problem Statement

If we want to travel from a source node to a destination node and there are many paths we
can use. In this situation the best path would be a path which takes less time to travel

among all of them.

Generally, the length dhe path is the main reason to determine the travel time. We can
choose a path among many which has less path length. but if we consider the real world,
we can understand the length of the path is not the only reason to determine the travel

time of a path.
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This paper analyzes some graphs with nodes and edges including weight. And we
considergraphsintersections in major. Because intersections can play an important role
to increase the travel time of a pafor a road map, know in intersections the tfef
condition is worse than single roads. In intersections two or more roads are connected in
a single node/intersection that increases the pressure of the vehicle in a single node. So
that a vehicle takes more time to pass that intersection.

What if we find a path which has less intersections among all other existing paths? In this
paper wearetrying to figure out the solutions for that.

1.4 Research Question

Q: - How it works when we consider Path intersections.

Q2 - Can we reduce travel time morecatately Considering Path intersections?

1.5 Research Scope

As ourresearch is on the shortest path algorithm, this algorithm has many applications in
the real world.

Road networks one of the most common area where we can use this algorithm. If we
needto find a way from one point to another point, then we can use this algorithm. Using
this algorithm, we can find the best path among all other pakbs, we can design new

road networks for a city.

Routing plays a very important role in network commahans. If we want to send data

from a computer to another through an online network, we have to use multiple routers to
carry our data. Since there are so many routers in the network so there are a lot of
existing valid paths from a point to another pod, we have to find the best path

among all of them. Path finding algorithms can solve this problem.

Robotic path planning can make robots smart and efficient. Using this algorithm, robots

can find the best path for travelling. Because of this algoriBmbptcan skip its
obstacle.

©Daffodil International University



CHAPTER 2
LITERATURE REVIEW
2.1 Existing Works

As our r es @&aealistib shdrtestpatitconsidering road intersectionsd6 w e
tried to review some latest Relevant Papers. We got some interesting papers where
authors proposed their problem and gave appropriate solutions.

We know automated guided vehicles technology is fast growing technology. In a
rectangular environment map our conventional algorithm can find out only one path and
skip others paths with equalent length. To solve this problem an improved Dijkstra
algorithm can find out all equivalent shortest paBjs [

Traffic conditions in a common scenario all over the world. Usually In city traffic, traffic
problems are a big problem because of the mugeber of vehicles. For large amounts of
requests, it needs to be solved as fast as possible. So, using the Dijkstra algorithm this
problem can be solved with the shortest path and also alternative paths according to
traffic conditions 4.

An improved Djkstra Algorithm was proposed to solve 2D Grid Maps. The algorithm
tried to ensure that each position needs to calculate once to get the shortest distance to
destination ).

There is a new strategy which is called Aggressive heuristic search. It fioligians
instantly, after that if time permits it can find a bounded suboptimal sol@jon [

A different environment was created for solving the robot's problem. A modified
parameter in the Dijkstra algorithm was implemented in a robot. And tried to lfiesta
path reaching the destination from the initial position of the rofjot [

©Daffodil International University



CHAPTER 3
PROPOSED METHODOLOGY

3.1 Relevant Algorithm

During the decades, many algorithms have been proposed as variants of the shortest path
algorithm. Like, Breadtlrirst Search (BFS), Dijkstra Algorithm, Floyarshall
Algorithm, bellman Ford Algorithm etc.

Vv

BFS is a traversing algorithm. It starts with the root node. Then explore every other
node level wise. It works on Unweighted Graph. Time complexity is O (V + E).

Dijkstra algorithm is a single source shortest path finding algorithm. It works on a
weightedGraph. Time complexity is O (Vlegt E).

Bellman Ford algorithm calculates the shortest paths from a single source node to
all of the other nodes in a weighted digraph. Time complexity is O (V * E), It's slower
than the Dijkstra algorithm for the same problem. But it can handle Negative
Weighted Graphs.

Floyd-Warshall uses it for finding the shortest paths in a directed weighted graph
with positive/ negative weights but with no negative cycles. Time complexity is O
(V9.

Here, V is a set of nodes, E is a set of Edges.

3.2 justifying algorithm

In this paper, | am workg on the Dijkstra Algorithm. Our conventional Dijkstra
Algorithm can find the shortest path among existing paths. And for finding the best, it
considers the weight of the path. Best path is declared when the chosen path has less total
weight. Since | wanto consider intersections besides the weight of edges. So, | am going
to improve our conventional Dijkstra Algorithm so that it can solve my proposed
problem.

©Daffodil International University



3.2 Conventionabijkstra Algorithm

Dijkstraalgorithm is a more classical algorithm trehthe shortest path algorithms.

Suppose you are traveling and want to know which way to go from U to V will be the
fastest. There are now several roads from node U. The shortest path is only one road. So,
the Dijkstra algorithm can help you to find tisisortest path on the computer.

Let's go to work now. The Dijkstra Algorithm is called Single Source Shortest Path
Algorithm. T h a t 6, svithwhis glgorithmwe can find out the minimum cost to go from
a specific node to all nodes.

The Dijkstra algorithm is greedy algorithm. Considering a directed graph G = [V, E]
with n nodes and m edges. Where V is set of nodes, E is set of Edges. C[u][v] denotes the
weight of edge (li v). if edge (Ui v) does not exist, Then C[u][v] = infinitelistx]
conveyshedistance from the source node s to the node x.
S represents the set of nodes that is included in the shortest path.
Processds as follows:
1. Initialization. We have pushed our source node to the queee(s};
2. We took a loop until the queue was empty aadh time, we pulled out the
node(u) in front of everyone in the queue.
3. Then check in another loop if one of its adjacent nodes (vhasight of the
connecting edge C[u][v] iexists
4. If disv] > disfu] + C[u][v], the distance passing through tieeleu is shorter
thandistv], modify disfv] to disfv] = disfu] + C[u][v], and add node to S.
5. Repeat step (3) and (4) i time.
The shortest path frothe source nodéo goal node is calculated.

For Example, find a shortest path source node (1) to goal node (4) in a directed graph

shown inFigure 3.3.1
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Figure 3.3.1 Graph 1.

Our resulted shortest path using Dijkstra algorithmis 1 > 2 > 4.,

3.4 ImprovedDijkstra Algorithm

Considering a directed graph G = [V, E] with n nodes and m edges. Where V is set of
nodes, E is set of Edges. C[u][v] denotes the weight of edg&)(uf edge (Ui v) does

not exist, Then C[u][v] = infinitedisfx] conveysthe distance from the sournede s to

the node x. Bgre¢x] represents the number of connected roads in the intersection
identified by x. total_[@dx] represents the number of connected roacsl imtersections
through the path of source node to node x.

Srepresentghe set of nodes tha included in a shortest path.
Processds as follows:

1. Initialization. We have pushed our source node to the queue. S = {s};

2. We took a loop until the queue was empty and each time, we pulled out the
node (u) in front of everyone the queue

3. Then check in another loop if one of its adjacent nodes (v) has a weight of the
connecting edge C[u][v] is exists.

4. If (disfv] > distiu] + C[u][v] + Degre¢u]) OR (disfv] == disfu] + C[u][v] +

Degre¢u] AND total Dedu] + Degredu] < total_Degv]),

©Daffodil International University



The distance passing through the node u is shortedikffw] Or if the
distance of two different paths is equadter second conditiontakes the path
which have less connected roads in intersections through the path.
If one of these conditions trug
V Modify distv] to disfv] = disfu] + C[u][v] + Degredu];
V Modify total_Dedv] = total_Dedu] + Degreéu];
V AddnodevtoS.
5. Repeat step (3) and (4) i time.

The shortest path frothe source nodéo goal node is calculated.

©Daffodil International University



In the graph shown iRigure 3.4.1Consider an undirected graph G = [V, E] with 8

nodes and 9 edges. VisasehofiesandE i s a set of Edges. AUs e
nodes included in the short esthiclpagetndts. A Unu
included in anyshortest path. df denotes the total number of connected roads passes
throughall intersections from the root notte node x w(x) denotes the total calculated

weights from root nod& nodex. Our algorithm finding out the shortest path fromot

node 1 to all nodesonsidering intersections and weight of edges.

7
4
8
\
Figure 3.4.1 Graph 2.
The search process is showTable3.4.1
8
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Step Used Set

1

Initial Used = {1}

Shortest Path:
I-1=d(l)+W((1)=0+0=0.
Search from 1

Insert 2 into Used set,

Used = {1, 2}
Shortest path
1-1=D(1)+W(1)=0+0=0.

Newly chosen,
1-2=D@2)+W(2)=1+2=3.
Search from 2

Insert 3, 5 into Used sct,

Used = {1, 2, 3,5}

Shortest path
1-1=D(1)+W(1)=0+0=0,
1-2=D2)+W@)=1+3=3.

Newly chosen,
1-2-3=D3)+W(3)=4+4=8,
1-2-5=D(B)+W(S)=4+3=17.
Search from 3, 5

Insert 6, 4, 8 into Used set,

Used = {1,2,3,5, 6,4, 8}
Shortest path
1-1=D()+W(1)=0+0=0,
1-2=D2)+W2)=1+2=3,
1-2-3=D3)+W(3)=4+4=8,
1-2-5=D)+W(5)=4+3=7.

Newly chosen,

1-2-3-6=D(6) +W(6)=6+12=18,
1-2-5-4=D(4) +WH4) =8+9=17,
1-2-5-8=D(8)+W(8) =8+6=14.
Search from 6, 4, 8

Insert 7 into Used set,

Used= {1,2,3,5,6,4,8,7}
Shortest path
1-1=D(1)+W(1)=0+0=0,

1 -2=DR2)+W((2)=1+2=3,
1-2-3=DB)+WB3)=4+4=38,
1-2-5=D(5)+W(S)=4+3=7,

Unused Set

Unused = {2 — 8}
1-2=D(2)+W(@2)=1+2=3.
Are all new paths.

' Unused = {3 — 8}

1-2-3=D@B)+W(@B)=4+4=8,
1-2-5=D(BS)+W(S)=4+3=7.
Are all new paths.

Unused = {4, 6, 7, 8}

1-2-3-6=D(6)+W(6)=6+12=18,
1-2-5-4=D@)+WH@)=8+9=17,
1-2-5-6=D(6)+W(6)=8+7=15,
1-2-5-8=D(8)+W(8)=8+6=14.
Are all new paths.

Unused = {7}
1 -2-3-6-5=D(5)+W(B)=10+ 14 =24,
1-2-3-6-8=D(8)+W(8)=10+ 16= 26,
1-2-3—-6-7=D(7)+ W(7)=10+ 15 = 25,
1 -2-5-8-6=D(6)+ W(6) = 10+ 10 =20.
Are all new paths.

Unused = { }
All visited.

1-2-3-6=D(6)+W(6)=6+12=18,
1-2-5-4=D@)+W(@4) =8+9=17,
1-2-5-8=D(8)+W(8) =8+6=14.

Newly chosen,
1-2-3—-6-7=D@)+W(@=10+15=
25.

Scarch from 6, 4, 8

Table3.4.1 The Path Search Proces<aifr ImprovedDijkstra Algorithm
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CHAPTER 4
RESULTS AND DISCUSSION

4.1 Analysis

The simulation model is developed by using Visual C+inl@ode::Blocks(IDE)and
the OS is Windows 10t has Intel CORE i5, 7th GdProcessoand RAM capacity is
4GB.

In order to testhe performance of our Improved Dijkstra Algorithm, we tested the
algorithm with a realife road map scenario. The environment map we constructed is
shown in Fig3.

Consider an undirected graph G = [V, E] with 41 nodes and 54 edges. V is a set of nodes
and E is a set of Edges. D(u) denotes count of connected road in nokedertes the

total number of connected roads passes through all intersections frovotthedeto node

X. W(u, v) denotes cost for edge (uv). w(x) denotes the total calctéal weights from
source node to node x.

1 Node : 41
! Edge :
27 ! 20 7 gesod
3 Note :
This Figure is a real map
@ 1 e % taken from Google map,
which represents Dhaka
6 University area and
1 5 surroundings, Dhaka,
e 18 Bangladesh.
1
G s
@@
5
1
@ @
)
GO

Figure 4.1.1. A real map taken from Google Map which represents Dhaka University area and
surroundings, Dhaka, Bangladesh

10
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Now we are taking some source node and goal node for testing the algoriturcreated
graph shown in Figp.1 We take three different inputs and find out the outputs using our
improved algorithm. The tested results are shown in-TeSkest2 and TesB. In the
analysis section, we showed how we got our weights.

Test-1:
Input Taking 22 as source node, 15 as Goal Node.

Analysis According toFig 5.1, the shortest path for this input is 22 > 17 > 14 > 15 found
by Fig. 5.2 Output 1.

Here, According to Fig 5.2
221 17 =D(22) + W(22,17)=5+10=15
17-14=D(17) + W(17,14)=45=9
14-15=D(14) + W(14,15)=4+2 =6
So,
d(15)=5+4+4=13
w(15)=15+9+6 =30

Node : 41
Edge: 54

Note :

This Figure is a real map
taken from Google map,
which represents Dhaka
University area and
surroundings, Dhaka,
Bangladesh.

Fig. 5.2 Representing Test 1

11
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Test2:
Input Taking 1 as source node, 7 as Goal Node.

Analysis According toFig 5.1, the shortest path for thigput is 1 > 6 > 9 > 8 > 7. found
by Fig. 5.3 Output 2.

Here,According to Fig 5.3
1-6=D(1)+W(l, 6)=4+1=5
6-9=D(6)+W(6, 9)=4+2=6
9-8=D(9)+W(9, 8)=4+2=6
8-7=D(@B)+W(8, 7)=4+2=6

So,
d(7)=4+4+4+4=4
W(7)=5+6+6+5=23
P P A
U ,/\[ &) @ g
7 T 17 Node : 41
|
@l @ T G 15 a1 & Edge: 54
@@ (o) {B——@
3 T 7\ Note :
ey AE /_/,’, > ]2 This Figure is a real map
' a5 o taken from Google map
\.2_8_/ @ // o X g which represents Dhaka
8 7 P oy L, University area and
_\(,/ A~ 4 % L/'—"\ _/  sumoundings, Dhaka,
/; Bangladesh,

Fig. 5.3 Representing Test 2.

12
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Test-3:
Input Taking 4 as source node, 20 as Goal Node.

Analysis According toFig 5.1, the shortest path for this inputis 4 >5>6>10> 14 > 17
> 18> 19 > 20. found by Fig. 5Q@utput 3.

Here, : According td-ig 5.4
4-5=D(@)+W(4,5=4+2=6
5-6=D(5)+W(5, 6)=4+3=7
6-10=D(6) + W(6,10) =4 +4 =8
10- 14 = D(10) + W(10, 14) =5+4=9
14-17 =D(14) + W(14,17) =4+5=9
17-18 = D(17) + W(17, 184 +5=9
18-19 = D(18) + W(18, 19) =6 + 6 = 12
19- 20 = D(19) + W(19, 20) =3+4=7

So,
d20)=4+4+4+5+4+4+6+3=34
w(20)=6+7+8+9+9+9+12+7 =67

Node : 41
Edge: 54

Note:

This Figure is a real map
taken from Google map,
which represents Dhaka
University area and
surroundings, Dhaka,
Bangladesh

Fig. 5.4 Representing Test 3.

13
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Now coming to the major part of our Algorithm. Suppose we want to calculate a path from

a point to another point. And we have two different paths with equals weight of the path.
In this situation we have to choose one of them. So, According to our prodevant to
decrease the weight of the intersections. In this case, we have to take the path which have
less weight of intersection.

For Example,

INPUT:
Source :13
Goal: 38

Path-1,

Pathis: 13>7>4> 38

Here,
13-7=D(13) +W(13,7) =4 +14=18
7-4=D(T)+W(7,4)=4+3=7
4-38=D(4)+W(4,38) =4+1 =5
So,
di(38)=4+4+4=12
w1(38)=18+7 +5=30

Path-2,

Pathis: 13-12-8-5-4-38

Here,
13-12 =D(13) + W(13,12) =4 +3=7
127 8 =D(12) + W(12,8) =3+ 36
8-5=D(8) +W(8,5)= 4+2 =6
5-4=D(5)+W(5,4)=4 +2=6
4-38=D(4) +W(4,38)=4+1=5
So,
dx(38)=4+3+4+4+4=19

w2(38)=7+6+6+6+5=30
14
©Daffodil International University



Node : 41
Edge : 54

Note :

This Figure is a real map
taken from Google map,
which represents Dhaka
University area and
surroundings, Dhaka,
Bangladesh.

Fig. 5.5 Representing Special Case.

Following this two Path, we havwe/o different paths for one input according to-big. And we

are taking Patii. Though these two paths have equals weight which(&8)v= 30 and ¥(38) =

30. But the weights of intersections are not same. So, we can choose between them. Since Path

has less weight of intersections which i$38) = 12. That meang@®8)=12<d( 38) = 19. Th
why we are taking Path for better results.

15
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Chapter 5
CONCLUSION

In this paper we introduced an Improved Dijkstra algorithm to find owhbeest path.

We consider intersections to calculate accurate weights for a path. We believe our
proposed technique is very useful and realistic for finding a path.algorithm can be
applied in many application®ur algorithm was implemented in C&Ad used
Code::Blocks to run this algorithm. In the future, we will try to solve more problems with

the shortest path technique.

16
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APPENDIX A

Pseudo code: Improved Dijkstra Algorithm

function Improved Dijkstra(Graph, Degree, root)
for each vertex v in Graph:
dist[v] := infinity
total Deg[v]:=0
prev[v] := undefined

dist[root] :=0
PQ := add root to PQ

while PQ != empty do
u :=node in PQ with smallest dist[]
remove u from PQ
for each adjacent v of u do
current_deg = total Deg[u] + Degree[u]
current_dis = dist[u] + cost(u, v) + Degree[u]

if current dis < dist[v] Or (current dis = dist[v] and current deg < total Deg[v]) then
dist[v] := current_dis
total Deg[v] := current deg

prev[v] :=u
add v to PQ
end if
end for

end while
return {prev, dist}
end function
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APPENDIX B
Accounts Clearance

Md. Abu Naeem (171-35-1868) Logout

Student Dashboard

$624,450.00 $624,480.00

Total Payable Total Paid

+2,300.00

Total Others

Payment Scheme

Daffodil International University
125k

10k

Student Portal & Md. Abu Nacem (171-35-1868) Logout

Registration/Exam Clearance

Semester Registration Mid Term Exam Final Exam/Assessment
Spring, 2017 v v v (Final Exam)
Summer, 2017 v v v (Final Exam)
Fall, 2017 v v + (Final Exam)
Spring, 2018 v v + (Final Exam)
Summer, 2018 v v + (Final Exam)
Fall, 2018 v v + (Final Exam)
Spring, 2019 s 4 + (Final Exam)
Summer, 2019 ' v + (Final Exam)
Fall, 2019 ~ v + (Final Exam)
Spring, 2020 v v % (Final Exam)
Fall, 2020 v ® + (Final Exam)
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