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ABSTRACT 

Fake news and misinformation have wreaked havoc on our lives in recent years. Today, 

fake news spreads faster and has a greater impact than ever before because of the 

maximum number of people who use networking as the origin of news, that happens 

for the prevalence of microblogs. With the rise in social media usage, it's become more 

important than ever to counteract the dissemination of misleading information and 

reduce reliance on such sites for information retrieval. Because users' interactions with 

fake and unreliable news contribute to its proliferation at an individual level, social 

networks are constantly under pressure to develop effective solutions to this problem. 

The public faith in the medium has been undermined as a result, having left readers 

puzzled. Artificial Intelligence methods for identifying false news have been the subject 

of extensive research. In the past, classifying online evaluations and publicly visible 

online social media articles received a lot of attention. 

In this research aims to create a model that predicts fake news, propose an optimal 

architecture, and then present a scientific report. This scientific paper details the most 

effective architecture for detecting fake news. It also aids makers of anti-fake news 

detection technologies in making an early choice regarding the method to take. 

In this study, we present a Long short-term memory (LSTM) for identifying false news. 

Instead of relying on custom features, our model (LSTM) employs many dense layers 

in a DNN (deep neural network) to extract knowledge the discriminating properties for 

fake news identification. Binary classifiers give prediction, cross-validation, and crips 

prediction at first. For improved training, time, and complexity, our model works well 

with this dataset. We utilize a dense layer, as do all deep learning models, to improve 

prediction. It works effectively and allows us to make more accurate predictions in our 

proposed model. We employ dropout in our model to prevent the problem of overfitting, 

and it works well. For recurrent neural network architecture, optimized parameters and 

two forms of adaptive learning algorithms were employed, in combination with which 

a superior outcome was picked. 

The proposed model was trained and evaluated using a benchmark dataset, and it 

provided state of the art results upon this test data, with such a 99.86% accuracy. The 

results were validated using several performance assessment metrics such as precision, 

recall, F1, accuracy, false positive, true negative, etc. These findings show considerable 

improvements in the identification of false news in comparison to previous state of the 

art results, proving the efficacy of our technique for detecting false news. 

The present, as well as variants of fake news, were identified using a deep learning 

approach. It has been observed that by combining a hybrid model with a large dataset, 

a better approach for detecting fake news may be proposed. Also, we didn't apply any 

algorithm to a dataset that was based on video or images. As we all know, these 

mediums may be used to promote fake news. 

Keywords: Social media; Fake News; Deep Learning; Long Short-Term Memory 

(LSTM), Word Embedding  
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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Information that is inaccurate or misleading and is appears as news is referred to as fake 

news. It often intends for harm a person's or entity's reputation. The term, however, has 

no widely acknowledged meaning. More broadly, it has been applied to include any 

false information, including accidental and unconscious mechanisms. And high-profile 

individuals use any news unfavorable to their perspectives. The development of internet 

news outlets benefits certain criminals. Preventing fake news is now a top priority. For 

online media viewers and contributors, automatic detection of false news is likely one 

of the ways to take corrective action. As a result, it is drawing much concern from the 

academic community. For example, during the 2016 presidential race in the United 

States, there was much controversy (Pan, et al., 2018). Fake news is widely 

disseminated through traditional print, broadcast, and internet social media. These 

articles are frequently the result of unethical actions such as bribing reporters for stories. 

Fake news often fabricates headlines to increase reading and deceive consumers. Last 

year, as the Israeli government tried to rally support for coronavirus vaccines, Facebook 

took down content that spreads falsehoods about the vaccine. In India, on social media 

sites, an edict instructing all schools to stay closed until November 30 has been 

circulating. Then Press Information Bureau (PIB) has clarified that the news was fake 

and called the headline misleading. About the most considerable OTT platform 

misinformation was published, and it stated that "We will offer you three months of 

Netflix Premium to assist you in passing the time at home due to the COVID-19 

outbreak." According to the newspaper "The Daily Star," (Khan, 2020) more hoaxes 

were spread: "Covid19-infected bodies are dumped into the sea by some countries. Stop 
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eating seafood, according to the advice." " The world is indeed coming to a close. 

Please, God, intervene."(Khan, 2020) Misinformation spread into Facebook in 

Bangladesh by one well-known Islamic scholar with a large social media following 

recently claimed that coronavirus vaccinations "contain a microchip" that permits 

"Western governments to eavesdrop on people" in a video uploaded on Facebook. That 

makes people panic (www.dw.com, 2021). As a result, given many viewers and 

benefactors to electronic media, automatic identification of false news since it is likely 

the only way to take remedial action and thus attracts much attention from the academic 

community. 

 

1.2 Motivation of the Research 

Fake news identification is an emerging issue in artificial intelligence that has piqued 

academics interest worldwide. Despite garnering much attention from researchers, the 

accuracy of fake news detection has not improved much due to a lack of context-

specific news data. Deep learning is beneficial over the traditional feature-based model 

since it doesn’t need hand-crafted features; instead of, it detects optimal features 

determined its own for a given issue or problem for categorization. 

 

1.3 Problem Statement 

Fake news, often known as hoax news, now occupies a vast swath of cyberspace 

worldwide. Its broad reach and rapid spread exacerbate the threat of cyber technology. 

States, institutions, and people have all used false news on the internet to promote 

themselves for various reasons and in different ways. Obtaining the intended outcome, 

spectacular news is frequently manufactured and shared through social media. On the 

other hand, it could also involve telling a real story that has been exaggerated. It may 

also entail naming web pages with deceptive titles or taglines to attract users' attention. 
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Criminal behavior, social unrest, financial fraud, political gain, increased readers, and 

revenue from clicks are possible outcomes of misinformation. It may have an impact 

on the value of serious news outlets. Another risk is that other electronic media will 

utilize it to source their news, further spreading the story. The issue is determining the 

reliability of information and online content. Identifying the bots involved in 

distributing false statements is an equally crucial concern. 

There are a variety of methods that can be utilized to detect fake news. In this paper, 

we use the LSTM architecture. This study aims to propose an optimized architecture. 

 

1.4 Research Question 

➢ How accurate LSTM technique can be used for fake news detection?  

1.5 Research Objective 

This study aims to develop a model that predicts fake news, propose an optimum 

architecture, and provide a scientific report from there. The objective of this study is 

given below: 

• To increase the LSTM's accuracy, fake news identification has been included. 

• Effect of learning rate in LSTM. 

• Evaluation of training accuracy in relation to a change in learning rate. 

• Finding the most optimal parameter for LSTM development. 

• Generate a scientific report to detect fake news detection. 

 

1.6 Research Scope 

This work is mostly for a developer of anti-fake news detecting technologies. The goal 

of this study is to offer an optimized architecture for detecting fake news. Anyone who 

goes to anti-fake news detection tool development will get an intense basement for tools 
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development. Here is a Scientific report generated based on implementing an LSTM 

model, which will help an intelligence anti-fake news detection tools developer make a 

preliminary decision. Several researchers have recently proposed several detection 

techniques for fake news; the execution of that framework can be influenced because 

of the need for a legitimate algorithm area. Several academics have researched false 

news detection methods that use content and context-level information (Ghosh, et al., 

2018; Li, et al., 2018; Shu, et al., 2017). 

To identify false news, the matrix factorization approach (Shu, et al., 2017) and deep 

neural networks (Mikolov, et al., 2013; Mikolov, et al., 2013) are used to model and 

express literal representations. Visible features are produced from visible components 

such as images and recordings to capture the many aspects of fake news (Liang et al., 

2015). By designing an LSTM model, proposed an optimized architecture, and a 

scientific report is generated. By studying this scientific report, an intelligent anti-fake 

news detection tools developer will know all aspects of fake news detection tools. 

 

1.7 Thesis Organization 

We go into “Literature Review” in detail in Chapter 2. Our "Methodology" is described 

in Chapter 3. Dataset, Data Preprocessing, and narrating our model "LSTM" are just a 

few examples. Then, in Chapter 4, we present our "Result" and "Discussion." Then, in 

Chapter 5, we emphasized our "Findings & Contributions" and demonstrated the work's 

future scope. In this manner, we bring our thesis paper to a close. 
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CHAPTER 2 

LITERATURE REVIEW 

Fake news identification is analogous to several other intriguing problems, such as 

spam detection (Zhu, et al., 2012), rumor detection (Takahashi, et al., 2012), and satire 

detection (Rubin, et al., 2016). Each document adopts its definition, as each individual 

may have an intuitive explanation of such linked topics. Some joint false news detection 

approaches (Egele, et al., 2013; Fu, et al., 2017; Kumar, et al., 2018; Mikolov, et al., 

2013; Pan, et al., 2018) rely on content from the news information based on social 

context. Functionalities based on numerous contents are largely drawn from text and 

image components for identifying false news. Textual elements can reveal explicit 

writing styles (Ghosh, et al., 2018; Mikolov, et al., 2013), as well as thoughts or 

sentiments such are common in false news articles (Liu, et al., 2018; Wang, et al., 2016). 

Several academics have researched false news detection methods that use content and 

context-level information (Ghosh, et al., 2018; Liu, et al., 2018; Shu, et al., 2017). In 

addition, literal representations are developed and primarily stated to identify false 

news utilizing the matrix factorization technique (Shu, et al., 2017) and deep learning 

networks (Mikolov, et al., 2013). To capture the numerous characteristics of false news, 

visible features are created from visible components such as photographs and audio 

(Liang et al., 2015). 

This study looks into current approaches for identifying fake news based on content 

and context, with an emphasis on news headlines and test items (Kaliyar, et al, 2020). 

The authors (Srivastava, et al., 2014) tested their approach based on rules for content 

veracity analysis on a variety of online sites. In one of their tests, they obtained an 

overall of 88.00% accuracy by utilizing a practical fake news dataset (FakeNewsNet). 
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In most context related studies, authors have looked into the topic of false news using 

the Kaggle fake news dataset. The authors of one research (Ahmed, et al., 2017) 

implemented TF-IDF (Term Frequency and Inverse Document Frequency) as the 

feature extractor to detect fake news using several machine learning techniques. In one 

study, author (Ahmed, et al., 2017) used the LR (Linear regression) to classify fake 

news and reached an accuracy of 89.00%. Using LVSM (Linear Support Vector 

Machine), they attained a 92% accuracy rate. In their study, author (Yang, et al., 2018) 

utilized CNN (Convolutional Neural Network) in fake news detection. They used 

sensitivity analysis in their technique and were able to get a 92.10% accuracy rate. In 

their study, (O’Brien, et al., 2018) used deep learning models to categorize false news. 

In their research, they employed a DNN (black-box method) and got an accuracy of 

93.50%. In their research, (Ghanem, et al., 2018) utilized extracted features and n-gram 

features to detect attitude in false news. In their research, they had a 48.80% accuracy 

rate. In their research, (Ruchansky, et al., 2017) used a combined model to classify false 

news. They were able to classify fake news including an accuracy of 89.20% by taking 

user relationships into account. (Singh, et al., 2017) used LIWC to examine the use of 

several machine learning algorithms for identifying fake news (Linguistic Analysis and 

Word Count). They were able to achieve an accuracy of 87.00 percent using SVM 

(support vector machine). (Kaliyar, et al, 2020) said that they replace the processing 

layer's parameters with pre-trained word embedding vectors for pre-trained word 

embedding experiments, while retaining the indices and freeze the layer to prevent this 

from altering during the gradient descent approach. Using FNDNet, they could attain 

98.12%. For enhanced representation, Table 2.1 highlights context-related research 

using the public fake news dataset. Following prior work, my study aims to detect 

falsified news information that can be validated as untrue. 



 

8 | P a g e  
© D a f f o d i l  I n t e r n a t i o n a l  U n i v e r s i t y  

 

Table 2.1: Results of previous classifications using the Kaggle fake news dataset 

Researcher Accuracy (%) Published Year 

Ghanem, et al. 48.80 2018 

Singh, et al. 87.00 2017 

Ahmed, et al. (LR) 89.00 2017 

Ruchansky, et al. 89.20 2017 

Ahmed, et al. (TF-IDF) 92.00 2017 

Yang, et al. 92.10 2018 

O’Brien, et al. 93.50 2018 

Kaliyar, et al 98.12 2020 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1. Dataset 

This study uses a collection of news data from Kaggle, which included 20800 items. 

The propagation of false news during the 2016 US Presidential Election is the subject 

of this dataset. The ID is the unique number allocated to each news item in this 

collection, the title is the primary heading connected with that news, and the author is 

the name of the news's creator. Text, which represents entire news article, is the crucial 

core portion of this dataset, and labels provide information about whether the piece is 

potentially unreliable or reliable. Table 3.1 illustrates the data set in detail. 

Table 3.1: Dataset Information 

Features of the dataset 5 Features 

Total news 20800 

Total id 20800 

Total title 20242 

Total author 18843 

Total text 20761 

Total label 20800 

 

3.2. Data Preprocessing 

Raw news texts needed to be preprocessed before being fed into the models. Firstly, we 

merge the feature for better prediction. Then made a dictionary for storing words, from 

where the model will learn. We eliminated the unnecessary gap, emoticons and 

completed the sentence lowercase from the title and author. The following stage was to 

eliminate stop words. The stemming technique is then used to reduce the terms and 

replaced them with their root. After that, divide each text block by white space and stem 

words to eliminate suffixes. Finally, we used white-space to reconnect the word tokens, 

resulting in a clean text corpus that fed into the model. After that, one-hot encoding was 
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applied. Finally, we set the pad sequence to ensure that all series in a list have the same 

length. 

3.3. LSTM 

The computational flow of the suggested model can be seen in Figure 3.1. Existing 

research (Khan, et al., 2021) investigated fake news detection by using a standardized 

text categorization system model comprised of 100-dimensional pre-trained GloVe 

embeddings. They utilized sigmoid activation function, binary cross entropy, and adam 

optimizer to get a prediction when the output dimension was set 300.  

3.3.1 LSTM layer: In time series and sequence data, an LSTM layer learns long-term 

relationships between time steps. The layer is made up of the hidden state (also known 

as output state) and the cell state. At time t, the output of the LSTM layer for this time 

interval is stored in the hidden form. LSTMs are built around the cell state and its many 

gates. As relative data passes down the sequence chain, the cell state acts as a travel 

route. It appeared to be the "memory" of the network. In theory, the cell may transport 

crucial data along the chain's operation. As a result, data from previous time steps may 

make its way into later stages, decreasing the influence of short-term memory. As the 

cell state moves, information is added to or removed from it through gates. The gates 

are a set of neural networks. The state of a cell is allowed or not decide based on the 

information. The gates may determine which information is necessary to keep in mind 

and what information should be ignored at the training phase. 

3.3.2 Dense layer: Dense layer is also known as a fully connected layer. Each neuron 

in this layer is linked to all neurons in the layer above it. It uses the formula that is X * 

W + b, where X is the input of the layer and W and b are the weights and biases. The 
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Figure 3.1: Methodology 

things you're attempting to learn are W and b. A dense layer's functioning may be 

thought of as a linear process (Zhong, et al., 2019), in which each input is weighted and 

connected to each output.  To make proposed model dense, used two dense layers. The 

output from the LSTM layer was sent to the first dense layer in model, and the outcome 
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was predicted by the second dense layer. For better understanding, here adding a dense 

layer diagram. 

 

Figure 3.2: Dense Layer 

 

3.3.3 Dropout: The dropout may be defined as a regularization method that tries to 

minimize the ambiguity of every model in order to avoid overfitting. Dropping a unit 

out means removing it from the network, together with all of its incoming and outgoing 

connections, for a particular time (Srivastava, et al., 2014). Dropout was used before 

the LSTM layer and dense layers. The use of dropouts at each network layer has yielded 

encouraging outcomes. In light of this, we set the dropout value at 0.3 for the duration 

of my experiment. You can make a difference in what happens when we are adding 

dropout and when not. 

An overfit model, as we all know, in which perform on the train set is good and 

increases significantly, but efficiency on the validation set improves to a point before 
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deteriorating. Here we saw that when we are not using dropout, the training and test 

dataset face the overfitting problem. And it also hampers our accuracy. 

 

Figure 3.3: Without Dropout 

On the other hand, Dropout modifies the network itself. Dropout regularization 

removes neurons (and their connections) from the neural network at random throughout 

each round of training. When we remove various groups of neurons, it's the same as 

training multiple neural networks. As a result, the dropout technique is similar to 

averaging the effects of many separate networks. Dropout will have the overall impact 

of lowering overfitting since various networks will overfit in various ways. 
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Figure 3.4: With Dropout 

 

3.3.4 Activation Function: An activation function assists in learning complicated 

patterns from input. In this model ReLU (Rectified Linear Unit) is used. The major 

rationale for utilizing ReLU is to get rid of the rectified linear unit, which uses a 

saturated activation function. ReLU's major feature is its output will positive or zero 

otherwise the values will be removed. It improves decision-making function's nonlinear 

features throughout the entire network without changing the receptive fields. Due to its 

efficiency, mostly it often used in deep learning. For all negative input z values, it equals 

0; for all positive input z values, it equals z.  Sigmoid or Tanh is less efficient than 

ReLU. It can be expressed as:  

max (0, x) 

For a proper output, a sigmoid have been used. Because it occurs between two points 

(0 to 1), that’s why sigmoid have been used. It's beneficial when a model needs to 
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predict probability as an output. Because anything has a chance of occurring between 

0 and 1, sigmoid is the best option. The sigmoid equation can be expressed as:  

σ = 
1

1 + ⅇ−z 
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CHAPTER 4 

RESULT & DISCUSSION 

4.1 Performance Metrices 

The whole system was designed to identify and evaluate false news, which was 

identified by binary classification. For evaluation matrices several aspects have used 

such as precision, recall, f1-score, TNR, FPR, and accuracy have been used for measure 

the efficiency. Here we fixed the following hyper-parameters and ran the tests using the 

same hyper-parameter to manage the several embedding kinds. 

4.1.1 Confusion Matrix 

A confusion matrix is a representation of information regarding a classifier's actual and 

predicted classifications. The confusion matrix data is widely used to estimate a 

classifier's effectiveness. Table 4.1 shows the representation of confusion matrix. 

Table 4.1: Confusion Matrix 

 Predicted: Yes Predicted: No 

Actual: Yes TP FN 

Actual: No FP TN 

 

4.1.2 Precision & Recall 

Precision is defined as the ratio of properly anticipated positive findings to total 

expected positive findings. Precision is linked to a low false positive rate. A well as, 

the percentage of properly anticipated positive observations to all observations in the 

class is known as recall. How many true news did we label out of all the news that was 

true? These are defined as: 

Precision = 
TP

TP + FP
  

Where recall is: 
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Recall = 
TP

TP + FN
  

4.1.3 F1 – Score 

The weighted average of Precision and Recall is the F1-Score. This score takes into 

consideration both false positives and false negatives. This is defined as: 

F1 = 2 *  
prⅇcision ∗ rⅇcall 

prⅇcision + pⅇcall
 

4.1.4 True Negative Rate (TNR) 

A true negative rate is when the model predicts the negative class accurately. It responds 

to the following query: 

How effectively did my model predict the negative cases? 

This is defined as: 

TrueNegativeRate (TNR) = 
TN

(TN + FP)
 

4.1.4 False Positive Rate (FPR) 

A false negative rate is when the model predicts the positive class inaccurately. It 

responds to the following query: 

How incorrectly did my model predicts the positive cases? 

This is defined as: 

FalsePositiveRate (FPR) = 
FP

(FP + TN)
 

4.1.5 Accuracy 

The most basic performance statistic is accuracy, which is just the ratio of correctly 

predicted findings to all findings. The formula can be expressed as: 
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Accuracy = 
(TP + TN)

(TP + TN + FP + FN)
 

Table 4.2: Confusion Matrix for LSTM 

 Predicted: Yes Predicted: No 

Actual: Yes 3144 4 

Actual: No 5 3087 

 

4.2 Results & Discussion 

To begin, numerous experiments were carried out to assess the efficacy of various deep 

learning classification using mentioned dataset (see Table 3.1). For the deep learning-

based classifier, a respective confusion matrix (Table 4.2) is supplied performance 

evaluation criteria for assessing performance (see the portion 4.1). We discovered that 

by employing modified LSTM as a classifier, we were able to reach an accuracy of 

99.98%. To validate our classification result, we added parameters for assessing the 

LSTM classifier's efficacy. LSTM has been proven to have a greater TNR and a lower 

FPR compared to other mentioned models. LSTM as a classifier, we confirmed our 

results using various outcome metrices criteria like f1-score, precision, and recall. We 

discovered that when the scale of data grows smaller, the performance of deep learning-

based models falls. The accuracy of deep learning-based classifiers is likewise low due 

to content-specific based characteristics present in the dataset. Faced with this problem, 

we were inspired to develop a solution based on deep learning. For automatically 

categorization of feature, we used deep learning. However, as we all know, machine 

learning requires us to supply manually. With the Word2Vec word embedding model, 

we first added a substance feature to build models based on deep learning. 

Compared to earlier models based on deep learning, we achieved higher accuracy 

(99.86%). Create a more accurate algorithm for identifying fake news is the ultimate 

goal of this research. We developed a model based on deep learning (LSTM) and 
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recorded the results for false news classification, considering the difficulty with deep 

learning-based implementations. We got a training accuracy of 99.99% and a validation 

accuracy of 99.86% with 5 epochs using the Word2Vec word embedding technique 

with LSTM. Our proposed model has been shown to give the highest level of accuracy. 

Table 4.3: Deep Learning models classification result 

Word 

Embedding 

Algorithm 

Classification 

Algorithm 

Precision 

(%) 
Recall (%) 

F1-Score 

(%) 
Reference 

GloVe LSTM 94 93 93 
Khan, et 

al., 2021 

GloVe LSTM 99.20 95.49 97.31 
Kaliyar, et 

al, 2020 

GloVe FNDNet 99.40 96.88 98.12 
Kaliyar, et 

al, 2020 

Word2Vec LSTM 99.84 99.87 99.86  

 

Table 4.4: Deep Learning models TNR and FPR result 

Word 

Embedding 

Algorithm 

Classification 

Algorithm 
TNR (%) FPR (%) Reference 

GloVe LSTM Not Known Not Known 
Khan, et al., 

2021 

GloVe LSTM 99.22 0.77 
Kaliyar, et al, 

2020 

GloVe FNDNet 99.41 0.59 
Kaliyar, et al, 

2020 

Word2Vec LSTM 99.84 0.16  

Tables 4.3 and 4.4 summarize the values of several performance metrics for deep 

learning-based classification models that have already been done by the researchers. 

Here, we have shown that we have got better results from the existing results. These 

findings show that our proposed model (LSTM) outperforms other categorization 

methods.  

Our deep LSTM based model’s accuracy and model loss shown in Figures 4.1 and 4.2 

using training and testing data. As the number of epochs increases, our recommended 
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model's testing accuracy improves and model loss lowers substantially. The output of 

a classification model whose performance is measured by cross entropy loss with a limit 

of 0 to 1. 

 

Figure 4.1: Model Accuracy 

Cross entropy loss increases when the estimated probability differs from the actual 

label. The Word2Vec training loss allowed the deep LSTM-based model to decode 

quickly when compared to a traditional embedding layered model. For a Word2Vec 

embedding-based model, the training loss decays reasonably quickly and without any  

 

Figure 4.2: Model Loss 
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oscillations. In comparison to previous deep learning models with minimum loss, the 

LSTM model significantly reduces cross-entropy loss and achieves maximum 

accuracy, as shown in Figures 4.1 and 4.2. 
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CHAPTER 5 

CONCLUSION AND RECOMMENDATION 

5.1 Findings and Contributions 

As a result of social media, the way we interact with one another has altered 

significantly. In new and significant ways, social media platforms have brought us 

closer together. Stories and opinions may spread at a phenomenal rate, allowing people 

all over the world to participate in a near-real-time debate about both serious and 

inconsequential topics. Due to the increasing popularity of a large number of internet 

accessibility devices and improved mobile internet speeds, more individuals are 

utilizing social media. Misinformation has the ability to affect users and manipulate 

them for political or economic advantage. In this paper, its present LSTM, a recurrent 

neural network for detecting fake news. The word embedding Word2Vec was used to 

examine the LSTM. In training, we employed word embedding, which is unidirectional. 

For classifications, a variety of machine learning techniques and deep learning 

algorithms were used (Kaliyar, et al, 2020). Our proposed model (LSTM) offers 

advanced results for predicting false news with an accuracy of 99.86%, according to 

the findings. To validate our classification results, we used a variety of performance 

assessment metrics (such as precision, recall f1-score, TNR, and FPR). There are 

extremely few chances for improper classification when using our proposed model 

(LSTM), which has a higher TNR (99.84%) and a lower FPR (0.16%). The cross-

entropy rate is also lower in the suggested model. The findings strongly suggest that we 

apply our suggested methodology to the classification of fake news. 

5.2 Recommendation for Future Works 

We intend to employ a larger dataset in the future for the purpose of train and test. Then, 

for implementation, we propose to design a new model combination of CNN and 
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LSTM, followed by deep-learning architectures for fake news categorization. We 

would also want to use the model with the current pretrained word embeddings 

algorithms. Despite our classifier's strong performance, there is room for improvement. 

To determine whether a news article was genuine or not these models go through 

datasets of binary class. Our long-term goal is to employ this hybrid technique to 

classify fake news. This hybrid method can have a bigger impact on multiple label 

datasets. These issues constrain our analysis and, as a result, preclude us from making 

broad generalizations. Our next focus will be on detecting fake news using sounding 

board, which are described as a group of people that have a shared perception of a social 

issue or aspect, such as a political sounding board. The main reason for incorporating 

echo chambers is that every user is a part of a society that exists outside of any social 

media site. In terms of future aspects, a strong emphasis on news-post connections is 

an important issue to study, and after that integrating various sounding boards to 

improve news item classification. User profiles-based features could be added in the 

future to improve news article prediction. A method based on several analogous 

channels of deep neural networks of various substance dimensions can be useful to 

classify news articles. Such networks might be beneficial for reading various groups of 

words to classify texts better. Because there has been little study on visual data like 

pictures and video, it might be a viable route for building a better video legal inquiry 

detection system. The creation of specialized context datasets, such as video and image-

based datasets, might be a major turning point in fake news research. By employing 

understanding and factual techniques, as well as various automated tools we may 

explore the problem of identifying false news. A multiple model technique is the most 

important prerequisite for solving the many classes false news detection challenge. 

 



 

24 | P a g e  
© D a f f o d i l  I n t e r n a t i o n a l  U n i v e r s i t y  

 

REFERENCES 

[1] (www.dw.com), D., 2021. COVID: Bangladesh vaccination drive marred by 

misinformation | DW | 27.01.2021. [online] DW.COM. Available at: 

<https://www.dw.com/en/covid-bangladesh-vaccination-drive-marred-by-

misinformation/a-56360529> [Accessed 9 September 2021]. 

 

[2] Ahmed, H., Traore, I., & Saad, S. (2017, October). Detection of online fake news 

using n-gram analysis and machine learning techniques. In International 

conference on intelligent, secure, and dependable systems in distributed and cloud 

environments (pp. 127-138). Springer, Cham. 

 

[3] Egele, M., Stringhini, G., Kruegel, C., & Vigna, G. (2013, February). Compa: 

Detecting compromised accounts on social networks. In NDSS. 

 

[4] Fu, X., Liu, W., Xu, Y., & Cui, L. (2017). Combine HowNet lexicon to train 

phrase recursive autoencoder for sentence-level sentiment 

analysis. Neurocomputing, 241, 18-27. 

 

[5] Ghanem, B., Rosso, P., & Rangel, F. (2018, November). Stance detection in fake 

news a combined feature representation. In Proceedings of the first workshop on 

fact extraction and VERification (FEVER) (pp. 66-71). 

 

[6] Ghosh, S., & Shah, C. (2018). Towards automatic fake news 

classification. Proceedings of the Association for Information Science and 

Technology, 55(1), 805-807. 

 

[7] Kaliyar, R. K., Goswami, A., Narang, P., & Sinha, S. (2020). FNDNet–a deep 

convolutional neural network for fake news detection. Cognitive Systems 

Research, 61, 32-44. 

 

[8] Khan, J. Y., Khondaker, M. T. I., Afroz, S., Uddin, G., & Iqbal, A. (2021). A 

benchmark study of machine learning models for online fake news 

detection. Machine Learning with Applications, 4, 100032. 

 

[9]  Khan, J., 2020. Debunking fake news in Bangladesh. [online] The Daily Star. 

Available at: <https://www.thedailystar.net/toggle/news/debunking-fake-news-

bangladesh-1904980> [Accessed 9 September 2021]. 

 

[10]  Kumar, S., & Shah, N. (2018). False information on web and social media: A 

survey. arXiv preprint arXiv:1804.08559. 

 

[11]  Liang, G., He, W., Xu, C., Chen, L., & Zeng, J. (2015). Rumor identification in 

microblogging systems based on users'' behavior. IEEE Transactions on 

Computational Social Systems, 2(3), 99-108. 

 

[12]  Liu, Y., & Wu, Y. F. B. (2018, April). Early detection of fake news on social 

media through propagation path classification with recurrent and convolutional 

networks. In Thirty-second AAAI conference on artificial intelligence. 

 



 

25 | P a g e  
© D a f f o d i l  I n t e r n a t i o n a l  U n i v e r s i t y  

 

[13]  Mikolov, T., Chen, K., Corrado, G., & Dean, J. (2013). Efficient estimation of 

word representations in vector space. arXiv preprint arXiv:1301.3781. 

 

[14]  Mikolov, T., Sutskever, I., Chen, K., Corrado, G. S., & Dean, J. (2013). 

Distributed representations of words and phrases and their compositionality. 

In Advances in neural information processing systems (pp. 3111-3119). 

 

[15]  O'Brien, N., Latessa, S., Evangelopoulos, G., & Boix, X. (2018). The language of 

fake news: Opening the black-box of deep learning-based detectors. 

 

[16]  Pan, J. Z., Pavlova, S., Li, C., Li, N., Li, Y., & Liu, J. (2018, October). Content 

based fake news detection using knowledge graphs. In International semantic web 

conference (pp. 669-683). Springer, Cham. 

 

[17]  Rubin, V. L., Conroy, N., Chen, Y., & Cornwell, S. (2016, June). Fake news or 

truth? using satirical cues to detect potentially misleading news. In Proceedings of 

the second workshop on computational approaches to deception detection (pp. 7-

17). 

 

[18]  Ruchansky, N., Seo, S., & Liu, Y. (2017, November). Csi: A hybrid deep model 

for fake news detection. In Proceedings of the 2017 ACM on Conference on 

Information and Knowledge Management (pp. 797-806). 

 

[19]  Shu, K., Sliva, A., Wang, S., Tang, J., & Liu, H. (2017). Fake news detection on 

social media: A data mining perspective. ACM SIGKDD explorations 

newsletter, 19(1), 22-36. 

 

[20]  Singh, V., Dasgupta, R., Sonagra, D., Raman, K., & Ghosh, I. (2017). Automated 

fake news detection using linguistic analysis and machine learning. 

In International conference on social computing, behavioral-cultural modeling, & 

prediction and behavior representation in modeling and simulation (SBP-

BRiMS) (pp. 1-3). 

 

[21]  Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., & Salakhutdinov, R. 

(2014). Dropout: a simple way to prevent neural networks from overfitting. The 

journal of machine learning research, 15(1), 1929-1958. 

 

[22]  Takahashi, T., & Igata, N. (2012, November). Rumor detection on twitter. In The 

6th International Conference on Soft Computing and Intelligent Systems, and The 

13th International Symposium on Advanced Intelligence Systems (pp. 452-457). 

IEEE. 

 

[23]  Wang, Y., Huang, M., Zhu, X., & Zhao, L. (2016, November). Attention-based 

LSTM for aspect-level sentiment classification. In Proceedings of the 2016 

conference on empirical methods in natural language processing (pp. 606-615). 

 

[24]  Yang, Y., Zheng, L., Zhang, J., Cui, Q., Li, Z., & Yu, P. S. (2018). TI-CNN: 

Convolutional neural networks for fake news detection. arXiv preprint 

arXiv:1806.00749. 

 



 

26 | P a g e  
© D a f f o d i l  I n t e r n a t i o n a l  U n i v e r s i t y  

 

[25]  Zhong, B., Xing, X., Love, P., Wang, X., & Luo, H. (2019). Convolutional neural 

network: Deep learning-based classification of building quality 

problems. Advanced Engineering Informatics, 40, 46-57. 

 

[26]  Zhu, Y., Wang, X., Zhong, E., Liu, N., Li, H., & Yang, Q. (2012, July). 

Discovering spammers in social networks. In Proceedings of the AAAI Conference 

on Artificial Intelligence (Vol. 26, No. 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

27 | P a g e  
© D a f f o d i l  I n t e r n a t i o n a l  U n i v e r s i t y  

 

PLAGIARISM REPORT 

 


