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ABSTRACT 

Artificial Intelligence had made a revolution in our all aspect of life using machine learning 

techniques. It helps to understand hidden pattern of data and hence improve businesses. As a result, 

it is now widely used in analyzing customers preview to understand the behavior or demand of 

themselves which can beneficiary to any business owner. The aim of our research is analyzing 

customer reviews given in Bangla language. In order to conduct our research, we have first 

collected data from different online sources those have focused on food services. Later, these data 

were preprocessed adopt with six machine learning classifiers namely Multinomial Naïve Bayes, 

Random Forest, Decision Tree, Support Vector Machine, Extreme Gradient Boosting, K-Nearest 

Neighbors. Out of these KNN outperformed all other classifiers with an accuracy of 65%. 
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CHAPTER 1 

      INTRODUCTION 

1.1 Introduction:  

In decision-making process it’s really important “what other people thinking?”. Nowadays, we are 

watching people debating about so many products on the different type of social media platforms 

and others web platforms. One of the most common topics is food when they are discussing. On 

different food delivery websites and on others web platforms, customers put reviews about 

restaurant, foods, and their delivery systems. Those reviews of those platforms help companies to 

make their future decisions. But it is too hard to handle this much information manage manually. 

Soo, they need an automated system for managing that information and making a decision easily. 

The thing that performs better here is sentiment analysis. If we take their customer feedback as an 

example, sentiment analysis (a form of text analytics) measures the attitude of the customer 

towards the aspects of a service or product which they describe in the text [1]. This typically 

involves taking a piece of text, whether it’s a sentence, a comment, or an entire document, and 

returning a “score” that measures how positive or negative the text is [1]. So, in this sentiment 

analysis work, we have collected a lot of customer reviews from different platforms for training 

datasets.  After applying all possible filtering methods, we take those as input and classify 

customers' emotions. This can help to enhance customers' experiences and improve customer 

service.   

1.2 Motivation  

Sentiment analysis approaches are important to identify and realize customers' emotions. 

Companies can enhance customers' experience and improve their customer service by generating 
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insights Using the sentiment analysis process. For sentiment analysis, customer reviews are 

important to identify customers' emotions. Customer reviews can help to improve customers' 

services and product quality. By analyzing customers reviews we can measure customer 

satisfaction. After a huge observation, I saw that on this site a lot of research work has been done 

on customer reviews which are in English. There are very limited works on Bangla customer 

reviews. I also saw that a limited amount of data is mainly responsible for that limited research 

work. This is my main motivation for choosing this topic and learning how to create Bangla 

datasets to do machine learning. And another thought of this paper was to observationally assess 

the elements influencing the decisions of customers while purchasing food from the website or 

food delivery app. The objective was to investigate customers' conduct in the arising business of 

online food delivery business in an arising economy, Bangladesh. 

1.3 Rationale of The Study 

The idea of online food delivery is extremely new in Bangladesh yet has acquired a ton of 

prevalence in its beginning phases. The prime objective of the research work is to identify the 

factors critical to success for online food delivery services in Bangladesh and enhance customer 

experiences. 

1.4 Research Questions 

The following research questions were adopted when doing research work: 

Q1: may I collect Bangla customer's reviews? 

Q2: how may I process those customer reviews? 

Q3: which algorithm can justify positive or negative reviews from the Bangla texts dataset? 

1.5 Expected output 

A model that can classify and predict the level of customers’ reviews from a given Bangla text. 
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1.6 Project Management and Finance  

I have financed in my own research work. 

1.7 Report Layout 

In our report we have total 6 chapters 

❖ In Chapter 1 we mention our whole research work’s outline and divided this chapter into 

multiple subchapters. For example, introduction, motivation, rational of the study, research 

question and expected output of our project. 

❖ In Chapter 2 we have discussed about the previous work on Bengali text classification, the 

scope of the problem and challenges in this work. 

❖ In Chapter 3 we will talk about our work procedure, methods and techniques to build a 

Bengali food review prediction model. 

❖ In Chapter 4 we will discuss about the Experimental Results and Discussion of our build 

model. 

❖ In Chapter 5 we will talk about the Impact of Society, Environment, Ethical Aspects and 

Sustainability plan of our work.  

❖ In Chapter 6 we have discussed about the Summary, Conclusion and Further Study of the 

work. 
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CHAPTER 2 

BACKGROUND 

2.1 Preliminaries/Terminologies: 

Pre-processing: 

preprocessing in Machine Learning is a critical advance that helps upgrade the nature of the 

information to advance the extraction of significant experiences from the information. Information 

preprocessing in Machine Learning alludes to the procedure of planning (cleaning and 

coordinating) the crude information to make it reasonable for building and preparing Machine 

Learning models. In basic words, information preprocessing in Machine Learning is an 

information mining method that changes crude information into a justifiable and clear 

arrangement. 

With regards to making a Machine Learning model, information preprocessing is the initial step 

denoting the inception of the interaction. Commonly, real-world information is deficient, 

conflicting, incorrect (contains mistakes or anomalies), and frequently needs explicit property 

estimations/patterns. This is the place where information preprocessing enters the situation – it 

assists with cleaning, designing, and putting together the crude information, subsequently 

preparing it to-go for Machine Learning models. 

Tokenization: 

This method involved with separating a piece of text into little units called tokens. A token might 

be a word, part of a word, or simply characters like accentuation. It is one of the most basic NLP 

tasks and a troublesome one, in light of the fact that each language has its own linguistic 
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developments, which are regularly hard to record as rules. Tokenization characterizes what our 

NLP models can communicate. 

Digit removal: 

An overall text record might contain just as many digits. Yet, as significant words don't contain 

digits, eliminate these digits by utilizing their Unicode portrayal. 

Punctuation removal: 

Eliminating special characters (&, @, #, $ etc.), symbol ({;}, {:}, {“ ”}, {^}, {<}, {>} etc.), Emojis 

(       ,     ,       ,        etc.), from text data. Reduced excess use of spaces, tabs, shift, from texts data. 

Stop words removal: 

This procedure is the most usually utilized preprocessing venture across various NLP applications. 

The thought is basically eliminating the words that happen ordinarily across every one of the 

archives in the corpus. Ordinarily, articles and pronouns are by and large named stop words. 

eliminate these words from the text credentials. 

Stemming: 

By using the stemming process reducing a word to its base form. This is an important part of 

pipelining process in natural language processing. 

Feature extraction: 

By using feature extraction process decrease the number of properties needed for processing 

without losing significant or appropriate data. Using this method feature extraction procedure 
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become easier from those words. The assortment of words that are left in the report after that 

multitude of steps are considered as a conventional representation of the record. 

Training and testing: 

In this stage a dataset, that will use to prepare for calculation, remember that-piece of the 

information will be utilized to check how well the training goes. This implies that your information 

will be parted into two sections: one for training and the other for testing. 

Performance Measure: 

There are lots of evaluation metrices when comes the text classification part. In this project used 

the performance measure including precision, recall and F-measure.  

Precision: 

By using this measures the quantity of positive class predictions that actually belongs to positive 

class. 

Recall: 

This procedure measures the quantity of positive class predictions made out of all positive 

examples in the dataset. 

F-Measure:  

This step delivers a single score that balances both the concerns of precision step and recall step 

in one number. 
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Accuracy and training time: 

After applying all possible procedures need to checked the accuracy and training time of all 

datasets. How many times it takes train classifiers is another important fact. Low training time is 

always preferable here. 

2.2 Related Works 

Automatic text classification has always been an important application and research topic since 

the inception of digital documents. Text categorization is an active research area of text mining 

where the documents are classified with supervised, unsupervised or semi-supervised knowledge. 

Among various machine learning approaches in document categorization, most popular is 

supervised learning where underlying input-output relation is learned by small number of training 

data and then output values for unseen input points are predicted. Various number of supervised 

learning techniques are Neural Network, K-Nearest Neighbour, Decision Tree, Naïve Bays, 

Support Vector Machine, and N-grams, has been used for text document categorization. Some of 

the important works done on Bangla Language focused on text classification is analyzed in the 

next few paragraphs along with their limitations and strengths.  

Nusrat Jahan Ria et al. applied various classifiers in Bengali text to classify them. They used 

various machine learning supervised algorithms to classify their Bengali dataset [1]. Alberto Holts 

et al. proposed five representations which were based on text documents.  Frequency 

representation, Binary representation, tf.rf representation, tf.idf representation, tf representation 

were the proposed five representations. In the dataset they had a predefined set of categories and 

each pair of documents had a boolean value [2]. Mita K. Dalal et al. worked on automatic text 

classification. They classified unstructured text which wasn't in a specific format. They trained a 
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set of text documents and after preprocessing they applied various machine learning models to 

classify their dataset. Mainly the preprocessing was for removing stemming, removing HTML 

tags, stop-words etc. [3]. Sheikh Abujar et al. worked on text summarization. They described the 

importance of data collection to create a dataset and also the importance of preprocessing 

techniques. And also, they talked about the barrier of collecting Bengali dataset due to the structure 

of Bengali text. After applying preprocessing to their dataset their data was tokenized and 

sequenced the input & N-gram. When the pad sequence was generated then the model was created. 

They trained the model using RNN (Recurrent neural Network) and predicted the output of their 

model [4].  

Ashis Kumar Mandal et al. also worked on the same topic. They categorized the Bengali web 

document with machine learning supervised methods. They used machine learning supervised 

methods like Naive Bayes, K- Nearest Neighbor, Decision Tree and Support Vector Machines in 

their dataset [5]. Fabrizio Sebastiani et al. worked on automated text categorization. They 

described the Boolean Information Retrieval Systems. Where in this system each of the documents 

has one or more than one keywords. These keywords describe its contents. A finite set of these 

key phrases and keywords were included in the keywords. In their work they used the DNF formula 

which helps to get good effective results. Though this formula also has some limitations in machine 

learning. Information Retrieval Techniques also applied in this research work. Document indexing 

also has been used in this work [6]. Another work done by Fang Miao et al. they classified Chinese 

news text using machine learning algorithms. They used machine learning supervised algorithms 

like K-nearest Neighbor (KNN), Naive Bayes (NB), and Support Vector Machine (SVM) as their 

classification algorithm while doing the research. They pretreatment their train data set as well as 

test data set before applying classifiers. To do so at first, they removed the stop words and various 
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punctuation marks for rough dimension reduction and also did word segmentation. After that they 

did text representation to make the Chinese language into binary so that the machine could easily 

recognize the word. After data pretreatment they applied their desired machine learning algorithms 

to classify Chinese text [7]. Bengali text summarization using the word2vector approach was 

introduced by Sheikh Abujar et al. In their work they summarized the Bengali text using 

word2vector approach where word2vector takes input as text corpus and returns the outcome as 

vector. To produce word embedding Word2vec is used. They built their data set by collecting data 

from different web portals, news portals and social media pages. They used the Skip Gram model 

to identify those words which were based on other words in a similar sentence. To remove the 

hidden layer they used a CBOW model. To make all the words in the same position they applied 

this model to their data set. They used T-distributed Stochastic Neighbor Embedding to visualize 

the words. Vocabulary was the limitation of their work [8].   

Abu kaiser Mohammad Masum et al. did text summarization with sequence to sequence RNNs. 

Their method created an automatic text summarizer. To do their work they collected the amazon 

fine food reviews dataset [9]. By the help of neural network technique Sharun Akter Khushbu et 

al. worked on Bengali News Headline Multi Classification. In their work they used 8000 data 

which were the headlines of different newspapers. They applied neural network classification 

which gave satisfying accuracy on the dataset. Classifiers like Naive Bayes (NB), Support Vector 

Machine (SVM), Logistic Regression (LR) and Random Forest (RF) were also applied in their 

dataset [10]. To classify hate speech Bjorn Gamback et al. used neural network technique. In their 

dataset they had four types of categories. After applying Convolution Neural network technique, 

they also got satisfactory accuracy over their dataset [11]. Using deep learning models Jingjing 

Cai et al. also worked on text classification. They used the Convolutional Neural Network (CNN) 
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model and RNN model to classify the text of their data set [12]. M. Ikonomakis et al. classify text 

using machine learning. In their work they define a single category to each document which they 

defined as a hard categorization [13]. 

2.3 Comparative Analysis and Summery 

For our work we reviewed some previous work related with us. We are working with Bangla NLP, 

that’s why we related some paper which is related with Bangla test data. Basically, we are going 

to check which machine learning algorithms perform very well with Bangla text data. In this 

section we are going to compare one previous with other work. In Table 2.1 shows the comparison 

between previous Bangla NLP work. 

Table 2.1: Comparison Between Bangla NLP Previous Work 

No Author Year Algorithms Accuracy 

1. Nusrat Jahan Ria et al. 2020 KNN 

NB 

XGB 

DT 

RF 

SVC 

63.78% 

76.76% 

75.68% 

65.95% 

75.14% 

69.19% 

2. Alberto Holts et al. 2010 SVM 

NB 

- 

- 

3. Mita K. Dalal et al. 2011 NB 

DT 

Neural Network 

SVM 

- 

- 

- 

- 

4. Sheikh Abujar et al. 2020 General LSTM 

Using LSTM 

93% 

97% 

5. Ashis Kumar Mandal et al.  2014 NB 

KNN 

SVM 

- 

6. Fabrizio Sebastiani et al. 2002 NB 

DT 

LR 

KNN 

81.5% 

88.4% 

- 

- 
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SVM 92% 

7. Fang Miao et al. 2018 KNN 

NB 

SVM 

92% 

92.1% 

95.7% 

8. Sheikh Abujar et al. 2019 CBOW 

Skip-Gram 

- 

- 

9. Abu kaiser Mohammad Masum et al. 2019 NMT 

RNN 

- 

- 

10. Sharun Akter Khushbu et al.  2020 Neural Network 

SVM 

NB 

LR 

RF 

90% 

43% 

40% 

39% 

38% 

11. Bjorn Gamback et al. 2017 CNN 86.68% 

12. Jingjing Cai et al. 2018 TextCNN 

TextRNN 

85% 

82% 

13.  M. Ikonomakis et al.  2005  SVM 

 DT 

 RF 

 NB 

- 

- 

- 

- 

We reviewed many previous works which is related with text classification problem. Because that 

will be very helpful for us to compare our proposed model. From the above table we saw that most 

of the work is related with Bangla NLP and Bangla Text classification.  

2.4 Scope of the Problem 

The online food delivery system is very new concept in our country. Soo many sentiments analysis 

work has been done before in different languages but I found no one working on Bangla customers 

reviews data and online food delivery companies in our country facing huge trouble to manage 

those data manually. So here is a great research scope available in Bangladesh.   
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2.5: Challenges: 

Collecting Bangla reviews manually from online food delivery system is not so easy because there 

are no Bangla customers reviews dataset available in our country. Dataset preprocessing applying 

all possible filtration process is another major challenge. finally overcome all of those challenges 

successfully.  
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CHAPTER 3 

RESEARCH METHODOLOGY 

This segment of the documentation is based on information gathering and information pre-

processing procedures. Here I have given a proper explanation of our dataset creation and data 

filtration processes.  This section also shows how we preprocessed all of our data using a different 

types of machine learning algorithms. 

3.1 Research Subject and Instrumentation: 

The Bengali language has two different types of forms one is saint form and another one is usual 

form which one is people regularly used. The sentiment analysis work on Bangla language in very 

trendy topic. Machine learning classifier were used to identify negative and positive sentiment. I 

have used machine learning supervised algorithms like KNN, DT, NB, RF, SVC and XGB to 

classify the dataset. 

k-Nearest Neighbor (KNN):  

It’s called one of the simplest machine learning algorithms based on supervised learning tactics. 

this algorithm stores every one of the accessible information and characterizes another information 

point dependent on the closeness. This algorithm mostly uses to solve classification issues [15]. 

Decision Tree: 

This algorithm is another supervised learning algorithm. It solves classifications problems too.it 

works as decision support tool in machine learning process [16]. 
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Naive Bayes:  

This is actually a collection of classification algorithms based on bayes theorem. This a family of 

algorithms where every single of them shares a common principle [17]. 

Support Vector Machine: 

This algorithm is used for both classification and regression analysis and it’s a supervised machine 

learning algorithm. Most of the time this is used for classification. The aim of using SVM is to 

generate the best decision boundary which can separate n-dimensional space into classes so in the 

future we can easily keep the latest data point in the precise category [18] 

XGB:  

This algorithm is a tree-based ensemble machine learning algorithm that is famous for its 

scalability. It drives fast learning methods through parallel and distributed computing and offers 

efficient memory usage [19] 

Confusion matrix: 

Basically, it is a performance measurement method for the classification model in machine 

learning. Using this method can provide a superior thought of what your classification model is 

getting right and what kind of mistakes it is making. 

There are four terms in the confusion matrix which are given below: 

1. True positive 

2. False positive 
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3. True negative 

4. False negative 

Table 3.1: Sample Confusion Matrix 

n Predicted No Predicted Yes 

Actual No TN FP 

Actual Yes FN TP 

 

Precision: 

Precision refers to how close two or more measurements to each other are. Precision is 

independent. Precision is a positive predictive value. It is a fraction among the instances. 

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝒓𝒖𝒆 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆(𝑻𝑷)

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆(𝑻𝑷) + 𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆(𝑭𝑷)
 

Recall: 

Recall is the sensitivity. It is also a fraction of retrieved relevant instances. It can be viewed as a 

probability. 

𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆(𝑻𝑷)

𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆(𝑻𝑷) + 𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆(𝑭𝑵)
 

Accuracy: 

Accuracy is the known or standard value. It refers to the nearness of measured value. 

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 + 𝑻𝒓𝒖𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆

(𝑻𝒓𝒖𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 + 𝑭𝒂𝒍𝒔𝒆 𝑷𝒐𝒔𝒊𝒕𝒊𝒗𝒆 + 𝑻𝒓𝒖𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆 + 𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆)
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3.2 Data Collection Procedure: 

The first and most basic rule for text classification big quantity of data is required. A large amount 

of data for this research work were collected from different types of online food delivery platforms. 

I have collected all of our data from those platforms manually. For this research work, I have 

collected data from foodpanda and HungryNaki online food delivery platforms. 

Table 3.2: Bangla Dataset of food review 

Sentence Class type 

ভাল া ছি । নরমাছ  অফালরর খাবারগুল ার গুণগতমান খারাপ কলর দেয়, এখালন 

ঠিকই ছি । এটাই সবলেলয় ভাল া দ লগলি।  5 

স্বাে অসাধারণ,তলব মাাংলসর পছরমাণ খুব কম ছি  প্রাইস ছিলসলব 4 

দমারগ দপা াও এর দপা াও টা দতমন ভাল া ছিল া না। আলগ কখলনা এমন পাই নাই। 

স্বােিীন 
3 

দেলয়ছি একটা আর তারা ছেলয়লি আলরকটা। এমনছক তারা ক  ছেলয়ও কনফাম ম কলর নাই। 
2 

ছখেুছি অর্মার কলরছি াম, দপা া দতা েলুরর কথা, মলন িল া সাো ভালতর মলধে ি েু 

ছেলয় ছখেুছি বানায়া ছেলস। তালত আবার পাথর েইুবার ো াঁত ভাঙ্গার দ াগাি। এখন 

পর্ মন্ত আমার খাওয়া বাল  ছখেুছি। অথে োম ছকন্তু দসই  া বালগর ছকন্তু মালন 

আকাশ পাতা  পাথ মকে। ইচ্ছা করছিল া দোকালন ছগলয় েুই গাল  েুইটা দসঠটলয় আছস। 

1 

3.3 Statistical Analysis 

After collecting data from various source, we are able to collect 400 data and there were 5 classes. 

Distribution of data in each class are shown in Figure 3.1. 
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Figure 3.1: distribution of data in each class 

3.4 Proposed Methodology 

We are going to discuss about our research methodology in this following section. In our work, 

we use six supervised machine learning classifiers MNB, DT, RF, KNN, SVM and XGB to classify 

food reviews from Bengali sentences. To apply this classification algorithm, we make our own 

dataset. Though it is hard to find the appropriate resource for Bangla Language but had tried our 

level best to make our work accurate. For this we divided our work into some steps. Figure 3.2 

represents the steps of our methodology. We discussed data collection procedure in 3.2 section. 

Rest of the methodology steps are described below. 
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Figure 3.2: Proposed Methodology 

3.4.1 Data Preprocessing 

We cannot use raw text data to feed our classifier model. Because sometimes raw text data have 

some characters or symbols which is not essential and suitable for our classifier model. This 

unwanted characters and symbols sometimes reduce our classifier model accuracy. So, before 

feeding our model we need to apply some preprocessing techniques on the raw text data. In our 

raw text data we found some special characters and symbols *, #, !, @ etc. We remove those 

special characters and symbols from our text. Our text data contains some numerical values such 
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as English digits and Bangla digits. We also found some punctuation marks such as full stop, 

comma, question marks, quotation marks etc. We use python regular expression library to remove 

this unwanted data. Table 3.3 shows the characters details which we have remove from our data 

in preprocessing phase. In our raw text we found some Bangla short form “ইঞ্জিঃ”, “র্.”, “দরঞ্ িঃ” 

etc. We elaborate the short form on Bangla text as “ইঞ্জিঃ” => “ইঞ্জছনয়ার”, “র্.” => “র্ক্টর”, 

“দরঞ্ িঃ” => “দরঞ্ লেশন” etc. For this we make a python dictionary with short form and 

elaborate form, after that we split our text data and compare the data with dictionary. If short form 

found we replace those data with elaborate form. Table 3.4 provides the details of Bangla probable 

short form and their elaborate form. In NLP work there are some words in every language which 

are commonly used and this word are unimportant for machine learning model, this set of data are 

called stop words. So, in Bengali language we have some stop words such as “ও”, “এবাং”, 

“অতএব”, “অথে”, “অথবা” etc. [13] In data analysis or when we apply classifier model it creates 

problems. We need to use Bangla stop words corpus to remove stop words from our dataset. Beside 

this in Bangla stop word corpus we found some words that are important for our work we filter 

out those word. We remove stop words from our dataset using our own modified Bangla stop 

words corpus. Table 3.5 shows the raw text data and preprocessed text data and Figure 3.2 shows 

the text data preprocessing steps. 
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Table 3.4: Characters Details Considered Removing in Preprocessing 

Characters Category Characters 

Special Symbols @, #, $, %, ^, &, *, (, ), /, \, {, }, ………… 

English Digits 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 

Bangla Digits ০, ১, ২, ৩, ৪, ৫, ৬, ৭, ৮, ৯ 

Punctuation Marks ?, !, “ ”, ., :, ;, ……….. 

English Alphabets  A to Z; a to z 

Bangla Full Stop (ো াঁছি) । 

Table 3.5: Bangla Short Form and Elaborate Form 

Short Form Elaborate Form 

ছব.দ্র. ছবলশষ দ্রষ্টবে 

র্. র্ক্টর 

র্া. র্াক্তার 

ইঞ্জিঃ ইঞ্জছনয়ার 

দরঞ্ িঃ দরঞ্ লেশন 

ছম. ছমস্টার 

মু. মুিাম্মে 

দমা. দমািাম্মে 

 

Overall data preprocessing steps are shown in figure 3.3. 

 

Figure 3.2: Data Preprocessing Steps  

Split Text 

Remove Regular Expression

Add Elaborate Form

Remove Stop words

Clean Text
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3.4.2 Feature extraction 

After preprocessed our data we have clean text, but we can’t feed our machine learning model with 

this text. We need extract the features from clean text. Feature extraction means we need to convert 

the text data into numerical value. But we need to extract the features in proper way, because 

extracting proper features from the text have an impact on the machine learning model 

performance. For this we need to apply some techniques which convert our text data into vector, 

that means in numerical value. This is called one hot encoding. Here we use count vectorizer and 

tf-idf (term frequency-inverse document frequency) vectorizer. Count vectorizer is most useful 

feature extraction method in NLP. Basically, Count vectorizer make a vector from the text data 

based on the word frequency (count) of each word which is occurs in the sentences. This is very 

helpful method for sentiment analysis or any NLP related work. Count vectorizer creates a vector 

or matrix where unique words are represented as matrix columns and each row text data from 

dataset represented as matrix row. After that it count the word frequency and put that value on the 

matrix. TF-IDF is advance and common method for features extraction from processed Text data. 

Sometimes features extraction using TF-IDF vectorizer method increase the proposed model 

accuracy.  

3.4.3 Model Selection 

In machine learning techniques there are two types of leaning exist. Supervised Learning and 

Unsupervised Learning. In our work we have input and output data to train a model so we need to 

use Supervised Learning algorithms. In our work we use some supervised classifier algorithms, 

we apply six different algorithms DT, RF, XGB, MNB, SVM and KNN on our dataset. After 

vectorized our data we divided our vector data into two parts training and testing data. We split 

our data into 80% and 20%. For training purpose, we keep 80% and rest of 20% data for testing 
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purpose. We apply six different classifiers on our training data and evaluate the model based on 

testing data. Multinomial Naive Bayes classifier perform very well on our dataset.  

3.5 Implementation Requirements 

Hardware and Hardware and Software: 

➢ Intel Core i5 8th gen integrated with 8GB ram 

➢ 1 TB Hard Disk 

➢ Google Colab with 12GB GPU and 350GB ram 

➢ High Speed Internet Connection 

Advance Libraries and Tools: 

➢ Windows 10 

➢ Python 3.8 

➢ Pandas 

➢ NumPy 

➢ NLTK 

➢ Matplotlib 

➢ Scikit-Learn 
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CHAPTER 4 

  EX PERIMENTAL RESULTS AND DISCUSSION 

4.1 Experimental Setup 

In this section we are going to describe about our model performance which we apply on our 

dataset. In our work we use six classification algorithms which we already discussed in the 

Methodology section. All classification algorithms perform very well but some of them are classify 

the text data accurately. When we try to apply Machine Learning algorithms in raw data, we found 

accuracy below the 10%. After that we preprocessed the raw data. In the Methodology section we 

mentioned the technique we use to preprocess our data. Then we apply six machine learning 

algorithms in our clean data. Our MNB, RF, DT, SVM, KNN, XGB models came with the 

accuracy of 58%, 62%, 50%, 60%, 63%, 60% respectively. These classifiers perform very well 

with text data. Table 4.1 shows the all-models accuracy. Only based on the accuracy score we 

can’t consider our model as a perfect model for our dataset.  

Table 4.1: Model Accuracy 

Model Name Accuracy 

Multinomial Naïve Bayes 58.75% 

Random Forest 63.74% 

Decision Tree 50% 

Support Vector Machine  60% 

K-Nearest Neighbors 65% 

Extreme Gradient Boosting 62.5% 

 

 

Among the all-algorithms K-Nearest Neighbors gives us highest accuracy which is 65%. 

  



©Daffodil International University              24 

4.2 Experimental Results and Analysis 

We have used supervised algorithms like Decision tree, Naive Bayes, Random Forest, Support 

Vector Machine (SVM), K-Nearest Neighbors (KNN) and Extreme Gradient Boosting (XGB) to 

classify the food reviews of customers from Bengali text. After implementing the model, we took 

a sample input to check which of the algorithms can predict the correct form of the input, either its 

saint or its common. The outcome of this experiment is given below. 

Sample input: ভাল া ছি । নরমাছ  অফালরর খাবারগুল ার গুণগতমান খারাপ কলর দেয়, এখালন 

ঠিকই ছি । এটাই সবলেলয় ভাল া দ লগলি। 

Table 4.1: One sample prediction result of each classifier 

No Classifier  Prediction Result 

01 MNB 5 right 

02 RF 5 right 

03 DT 5 right 

04 SVM 1 wrong 

05 KNN 5 right 

06 XGB 5 right 

As we can see from the table for the sample input Decision Tree, K-Nearest Neighbors (KNN), 

Naive Bayes, Random Forest, Extreme Gradient Boosting (XGB) algorithms show correct 

prediction and algorithm Support Vector Machine (SVM) show wrong prediction. 

Then we started implementing the algorithms in our dataset to measure the accuracy, and precision, 

recall, f1 score and support were also calculated. We calculated the accuracy from the confusion 

matrix. Confusion matrix is a convenient way of performance measure of any predictive model. 
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Accuracy shows how often the classifier is correct. Again, Precision determines when the model 

predicts yes, how often it is correct.  The overall result of the performances are shown in the figure 

4.1. 

 

Figure 4.1: Performance of Classifiers  

4.3 Discussion 

In the end we are try to contribute in the Bangla research domain. Worldwide there are lots of work 

in the different language. We are trying to added our Bangla language in that work list. We dreamt 

to detect the Bangla food reviews from Bangla texts. So, we are very happy that we make our 

dream comes true. In this work we are able to make a machine learning model which is able to 

detect the class level of an customers’ review. We use six different algorithms in our model. All 

model’s accuracy is shown in the Figure 4.1.  
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

5.1 Impact on Society 

Customer review classification creates a massive impact on Bangla language that is the reason we 

have created this model so by this anyone can easily have the idea of what his or her customers 

are thinking about his or food or service quality.   

5.2 Impact on Environment 

As we are expecting that it will be a convenience project so that it will create a great impact on 

society then it must be having a great impact on environment too. Because an environment is made 

with a society & society made with people. If people are having adequate knowledge about their 

own opinion, then it also dominance in their environment. So, for, our project will help to predict 

class level of a customer review which in course will help the business owners to improve his food 

or service quality. 

5.3 Ethical Aspects 

In order to conduct the research, we tried to adopt all sorts of ethical issues related with research. 

We have given due credits to all the authors whose papers we have cited and who helped us to 

gather our knowledge and also to implement the codes finally. 

5.4 Sustainability Plan 

Our plan is to help upcoming generation so they can find better world. Food is one the most 

important part of life. At the time our daily life is getting mechanical day by day. People have 
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hardly any time to cook at home now. Therefore, almost everyone tries order foods to ease the 

extra pressure of their life. But, the quality of the food or the service provided by restaurant can 

spoil all the fun and can create extra pressure on a person. He or she will definitely feel mental 

pressure in that situation. So, it will definitely help improve our world. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND IMPLICATION 

FOR FUTURE RESEARCH 

6.1 Summary of the study 

Our work is related with Bengali NLP. Working with NLP is a challenging work for researcher. 

In research work dataset is main important for execute the work. In this work we are making a 

machine learning model for detecting the level of Bangla customer review. While building this 

model we faced some problem and so more things we face during this work. All the steps and work 

summery is given below step by step. 

Step 1: Planning about this work 

Step 2: Problem formulation 

Step 3: Data collection from various books and newspapers 

Step 4: Data Labeling 

Step 5: Data cleaning 

Step 6: Data Vectorization 

Step 7: Train and Test Data Separation 

Step 8: Model Selection 

Step 10: Model evaluation and performance testing 
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After execute all of the steps we are finally able to make our model that can Detect class level of 

Bangla customers’ review. 

6.2 Conclusion 

There are so many works about Bangla test classification, fake news detection. Some classification 

algorithms in supervised learning perform very well for text data. In our work we proposed to build 

a model on six different algorithms such as DT, RF, MNB, XGB, KNN and SVM using our Bangla 

Dosh dataset. In our task making dataset is very hard and tough work for us. Because there is no 

previous work available related with our data. We need to make our data manually. Finally, in our 

work we use 400 data to make a model. All classification algorithms perform very well, but KNN 

came out with highest performance accuracy with our dataset.  

6.3 Recommendation 

We have some recommendations for our work. In this section we will increase our dataset for 

improve our model accuracy. In our work we use some supervised machine learning classification 

algorithms. And in the text data transformation section we use only one vectorization technique. 

There are so many techniques and algorithms for large number of datasets. So, that model and 

techniques will predict more accurately Bangla Guruchandali Dosh sentence. Some 

recommendations of our work are given below. 

➢ Big dataset for Bangla Customer Reviews 

➢ Understand the transformation techniques and improvised the techniques for 

Bengali dataset. 

➢ Try to make a better classification model 
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➢ Try to get more performance accuracy 

6.4 Implication for Further Research 

We have some limitations and drawback in our work. For example, we only use machine learning 

algorithms in our model. Beside this we only use Count Vectorized text transformation techniques. 

Also, our data is not sufficient. So, we extend our data count. Because, we have plan to apply deep 

learning algorithms like RNN, LSTM, BiLSTM etc. in our dataset. Without increasing the data 

volume, we cannot get the better accuracy from deep learning model. We also use Word 

Embedding techniques to vectorized the text data in to numeric value.  
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