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ABSTRACT 

 

Cervical cancer (CC) is the most prevalent and second major reason of death of mortality in 

women in third world nations when compared to certain other vaginal cancers. It is curable if 

caught in its early stages. From that standpoint, the study aims to develop an appropriate 

predictor and computer models for detecting CC at a preliminary phase. Cervical cancer 

detection in the clinic is extremely expensive. No one wants to go for a clinical test when they 

have cervical cancer in its early stages. As a result, Machine Learning detection is extremely 

beneficial. The technology we suggest will detect cervical cancer at an early stage and at a 

reasonable cost. A CC dataset is compiled with four class attributes such as biopsy, cytology, 

hinselmann, and schiller, and the dataset is divided into four groups based on target attributes. 

The dataset was prepared in the data preprocessing phase for better analytical result in the further 

analysis. Then we applied statistical and EDA approach to discover hidden knowledge from the 

dataset. To develop machine learning model, different supervised machine learning algorithm 

like Decision Tree Classifier, Logistic Regression, XG Boost, Multilayer Perception and 

Random Forest are applied to the dataset to find an efficient classifier. Then, the performances of 

all the applied classifiers are compared based on accuracy, precision, recall, sensitivity, f-

measure, AUROC, and kappa statistics. We found that RF provided the best performance for 

biopsy with 94.57% accuracy. MLP and LR generated 98.06% accuracy as the best performing 

classifier for cytology. Besides, MLP and XGB generated the best performance for hinselmann 

with 96.51% accuracy, where MLP produced the best result with 94.53% accuracy. Then, we 

applied four FST methods to rank and show the feature importance for the target feature. 

Overall, the findings of the study specifies that the proposed model is highly potential to detect 

CC in early stage. 

 

Keywords: Random Forest, FST, Cervical Cancer, Multi-layer perceptron, XGBoost. 
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CHAPTER 1 

INTRODUCTION 

 
Cancer is becoming the second leading cause of death in the world, due to the velocity of social 

rhythms, people's irregular daily lives and rest, imbalanced dietary habits, and extreme 

physically and mentally stress [1]. For the past 30 years or above, cervical cancer has been one 

of the most prevalent cancers found in women, and practically every woman is at danger [2]. 

According to the American Cancer Society, approximately 14,480 new instances of cancer will 

be diagnosed with the Disease in 2021, with around 4,290 women suffering from cervical cancer 

[3]. Cervical cancer starts in a woman's cervix and progresses. Human cells take many years to 

eons to evolve from a precancerous lesion (cervical intraepithelial neoplasia; CIN) to invasive 

malignant cervical cancer, with a lengthy and recoverable precancerous lesion phase [4]. 

 

Cervical cancer can strike any woman at any age, although it strikes women between the ages of 

30 the most frequently. The human papillomavirus (HPV) is a virus that spreads from one person 

to another through sexual activity and is the main reason of cervical cancer. At some point in 

life, this virus spreads at up to half of all sexual intercourse persons [5]. As a result, the time of 

the first intimate intercourse, the rate of sexual partners, the amount of deliveries, and 

contraception use have all been linked with an increased risk of cervical cancer. Cervical 

cancerization can be avoided, and the normal outcome of cervical cancer for people with 

precancerous lesions can be changed, if certain contributing factors are adequately controlled 

[4,8]. 

1.1 Research’s Motivation 

Women were questioned in order to assess motivational factors. The majority of the 

70percentage points who had the checkup were prompted by doctor recommendation instead of 

direct general publicity, according to the findings. While routine cervical Smear test and 

cytological screening can diagnose CC in its early stages, this needs a significant amount of 

resources and patient commitment, therefore mortality remains high in many countries. Surgery 

and/or radiotherapy are efficient treatment methods, but they have a number of negative side 

effects on patients, which are more severe if the CC is not detected early. Many factors 

contribute to low involvement, also with a low level of awareness and the high expense of 

treatment, but the result is that many cases of CC are diagnosed late, when treatment is more 

difficult and survival is less likely. Ladies who had not undergone the test, most of whom were 

elderly and poor, were not hostile, but generally unmotivated. Lay teaching to encourage women 

to receive medical help, as well as doctor instruction to encourage and carry out their part in 

routine annual cytological analysis of cervical exudates, might virtually eliminate cervical cancer 

death. However, because ML has been shown to have strong predictive value for many diseases, 

this problem could be tackled utilizing ML methodologies. In that light, the study's goal is to 
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create a machine learning model with high efficiency and accuracy that can detect early-stage 

cancer at a low cost. 

 

1.2 Research’s Objective 

 
Every woman in the globe has the ability to recognize CC at an early stage. The budget of 

treatment will be decreased. Early identification of cervical cancer will raise awareness with all 

women across the country. Because early-stage CC treatment can cure the condition, the 

mortality rate will be minimized. Using the suggested ML model, doctors and clinicians would 

be able to decide on treatment immediately after diagnosing CC. 

 

1.3 Expected Outcome 

 

The report's aim is to create a machine learning-based model for detecting cervical symptoms 

early on and detecting the most important risk factors. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Related Works 

 
Cervical cancer categorization seems to be the subject of numerous studies. To discover and 

evaluate the existence of cervical cancer, researchers used a medical aspects method, a biological 

aspects method, and picture categorization and fragmentation. To improve accuracy and reduce 

categorization mistakes of false positive and false negative reports, and to discover the most 

associated factors of cervical cancer, all of the above approaches employ various categorization 

and segmentation algorithms. The studies that follow focus on medical content techniques, with 

similar works included in next section. 

 

Muhammed F. and et al. in 2017 proposed a Machine Learning method which can detect cervical 

cancer [6]. They used different approach like Multilayer Perceptron, BayesNet and k-Nearest 

Neighbor. Kemal Akyol in 2018usedTest Variable Selection method and Balanced Data to 

investigate the cervical cancer [7]. On their dataset, they use the Random Under-Sampling 

(RUS) and Random Over-Sampling (ROS) approaches. In their data collection, there are 190 

missing values. If all missing data is available, it may be more effective. The results revealed that 

the ROS-based SS approach outperformed the RUS-based SS method. Abdoh et al. in the time of 

2018 proposed a machine learning approach where they suggested Random Forest Classifier 

with SMOTE and Feature Reduction Techniques which can detect cervical cancer [8]. Random 

Forest was employed to determine the risk factors. Sequential backward removal and 

classification techniques were the two strategies employed in this study to choose the features. 

Whichever the case may be, they refused to explain why features extraction approaches are used. 

Because increasing the precision was ineffective. 

A.Ghoneim and et al. in the year of 2019proposed a cervical cancer cell detection and 

classification system based on convolutional neural networks (CNNs) [9].To extract deep-

learning features, the cell pictures are loaded into a CNNs model. Transfer learning and fine 

tuning are utilized to implement the CNN model. Their investigation was carried out with the 

help of the Herlev database. The proposed method of CNN-ELM-based system provided 91.2% 

accuracy in the classification problem. As we can see the CNN-ELM-based system which we 

think does not give a good accuracy to classification problem. Xiaoyu Deng et al. 

in2018consummated that risk factor can analysis by using different algorithm for cervical cancer 

[10]. They used different methodology like SVM, Decision tree, Random Forests and XGBoost. 

The top five risk factors which affect the diagnosis most were found but, in their methodology, 

XGBoost and Random Forest. SVM were less effective than two others. Accuracy of SVM is 

only 90.34%, which is not satisfactory to detect cervical cancer. 
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In addition to these, in 2006, J. Jantzen and et al. proposed the pap-smear benchmark database 

provides data for comparing classification methods. They employed a subset of the Herlev 

database for their methodology [11]. They detected 108 normal cells and 41 malignant cells in 

their subset of 149 cell pictures. We can't draw any conclusions regarding their system methods 

based on such a short sample. Başaran et al. in 2015 looked at traditional procedures as well as 

contemporary imaging technologies such magnetic resonance imaging, positron emission 

tomography, and computed tomography in cases of cervical cancer [12].Wang et al. suggested a 

cervical cell segmentation and classification method [13]. They used shape and texture features, 

as well as Gabor features and the SVM, to classify the data. The categorization accuracy for 

normal and cancerous cells was over 89 percent. A private database was created by the authors. 

In 1992, Benedet et al. used a scoring method to perform a vaginal ultrasound elastography on 

113 women (13 patients with cervical cancer) [14]. There were considerable changes between 

the normal cervical and cervical cancer elastic pictures, however the difference did not have 

statistical significance. 

A dataset obtained from Kaggle was categorized in our research. An specialist might perform the 

same categorization, but to improve impartiality, the outputs must be evaluated using machine 

learning algorithms. As a result, machine learning algorithms were used to classify the data. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

The processes or strategies used to find, collect, organize, and managing data from varied 

sources are referred to as research methods. The methodological portion of a scientific report lets 

the reader examine the research main accuracy and dependability. The existing approach for 

obtaining an accurate diagnosis of cervical cancer is shown in Figure 1.  

 

3. Proposed Method 

 

 

Figure 1: Works prototype of proposed model 

Here we're going to preprocess four different types of datasets. The data was then analyzed. 

After that, we applied various classifiers before looking at the performance analysis. The 

dataset's best performance classifier is investigated, followed by an analysis of major risk 

variables and a presentation of the dataset's most important features. 

 

3.1 Data Collection 

The dataset was collected from the UCIML repository's dataset archive. Patients' demographic 

data, behaviors, and prior health records are all included in the dataset. There are 36 attributes 

and four target attributes which are Biopsy, Cytology test, Hinselmann test result and Schiller 

test. In the table, there are 858 instances from the dataset [19]. 
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Table 1 

Attribute Information 

Feature Type Feature Type 

Age Numeric  STDs:pelvic inflammatory 

disease 

Binary 

Number of sexual partners Numeric STDs:genital herpes Binary 

First sexual intercourse Numeric STDs:molluscum contagiosum  Binary 

Num of pregnancies Numeric STDs:AIDS  Binary 

Smokes Binary STDs:HIV  Binary 

Smokes (years) Binary STDs:Hepatitis B  Binary 

Smokes (packs/year) Binary STDs:HPV  Binary 

Hormonal Contraceptives Binary STDs: Number of diagnoses Numeric 

Hormonal Contraceptives (years) Numeric STDs: Time since first diagnosis Numeric 

IUD Binary STDs: Time since last diagnosis Numeric 

IUD (years) Numeric Dx:Cancer Binary 

STDs Binary Dx:CIN Binary 

STDs (number) Numeric Dx:HPV Binary 

STDs:condylomatosis Binary Dx Binary 

STDs:cervicalcondylomatosis Binary Biopsy: target variable Binary 

STDs:vaginalcondylomatosis Binary Cytology: target variable Binary 

STDs:vulvo-

perinealcondylomatosis 

Binary Hinselmann: target variable Binary 

STDs:syphilis Binary Schiller: target variable Binary 

 

3.2 Data Pre-Processing 

 
Because the efficiency of a machine learning strategy is dependent on how effectively the dataset 

is organized and formatted, data preprocessing is required for any machine learning or data 

mining strategy. After handling missing values with a Replace Missing Values filter, another 

detector known as the Inter quartile Range (IQR) was used to identify outliers and excessive 

values during the pre-processing stage. The IQR is a way of calculating the variability around a 

dataset's median. Outliers is a piece of data that falls beyond the anticipated range of 

observations and could be presumed to be attributable to reporting mistakes or other unimportant 

occurrences for the objectives of the study. The performance will be determined by how we 

organize and analyze data. We can improve machine learning accuracy by preprocessing data. 
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For numerical data, the mean is utilized and for binary data, the mode approach is employed. The 

Biopsy, Cytology, Hinselmann, and Schiller dataset preprocessing systems are all similar. As a 

result, several exploratory data analysis (EDA) were carried out (like box plots) to ensure that the 

dataset was clear of misfits, and the information was displayed as IQR and heatmap to discover 

correlation between the attributes of infected and non-diseased persons as per age demographics. 

3.3 Machine Learning Algorithms 

 
The dataset was subjected to five (5) classification algorithms in determining the most effective 

performing method prediction accuracy and some other statistical properties. Decision Tree 

(DT), Logistic Regression (LR), XGBoost (XGB), Multilayer Perceptron (MP), and Random 

Forest (RF) were always the techniques used. 

 

I. Decision Tree Classifier 

One of the most widely used machine learning algorithms is the Decision Tree (DT) [5]. It's 

applied to a set of data in order to do classification or regression analysis. Based on a series of 

questions, this program separates the data into several categories. The procedure starts with the 

fundamental node, also known as the tree's root, which contains all samples. In this tree-

structured predictor, the edges represent dataset features, the branching represent equations, but 

every leaf offers the decision. It's called a decision tree because it's structured like a tree, starting 

with the base and growing into a tree-like structure with more nodes. Decision Tree has the 

advantage of being able to deal with a wide range of input data types, analyze missing values, 

and attain acceptable initial accuracy while being simple to construct. [15]. Decision trees are 

expansive and easier to decode [16]. 

𝐸 𝑆 =  −𝑝𝑗  

𝑐

𝑗=1

𝑙𝑜𝑔2𝑃𝑗  

II. Logistic Regression 

Logistic regression (LR) is a statistical technique that has become increasingly popular in 

medical research in recent decades [17]. When the dependent variables are binary, it is utilized to 

examine a dataset. The link between one dependent binary variable and one or more independent 

variables can be determined using LR as a prediction model. The logistic curve produced by 

logistic regression ranges from 0 to 1 [5]. This regression is similar to linear regression, only it 

includes the natural logarithm of the odds for the target variables in the curved construction 

process rather than probabilities. Moreover, each group's indicators do not need to have equal 

probability or a normal probability plot. 

𝑦 = 𝛼𝑜 + 𝛼1𝑍1 + 𝛼2𝑍2 + ⋯ + 𝛼𝑛𝑍𝑛  



8 

©Daffodil International University 
 

The dependent variables is y, and the predictor variables are Z1, Z2, Z3,.....Zn. The logistic 

function can be obtained by applying the sigmoid function to the equation. 

𝑙 = 1/[1 + 𝑒− 𝛼𝑜+𝛼1𝑍1+𝛼2𝑍2 +⋯+𝛼𝑛𝑍𝑛   ] 

III. XGBoost 

XGBoost is also known as a scalable machine learning system for tree boosting, and it is 

frequently used in algorithm competitions, where it gives better solution than other algorithms 

[18]. On a single machine, the system is more than ten times faster than previous methods, and it 

scales to billions of samples in distributed or memory-limited environments. When dealing with 

unstructured data prediction difficulties we use XGBoost algorithm. It is a great blend of 

software and hardware combinatorial optimization that produce successful outcomes in the 

smallest period of time with the lowest number of computational power. 

𝑂𝑏𝑗 𝜃 =  𝑙

𝑛

𝑖

(𝑦𝑖 − 𝑦𝑖 ) +  𝛺

𝑛

𝑘=1

(𝑓𝑘) 

IV. Multilayer Perceptron (MLP) 

MLP is such a well neural network-based categorization with three or more layers, including an 

input layer, a convolution layers, and first or perhaps more processing elements seen between 

output neuron [20]. The input layer receives the data that needs to be processed. Predicting and 

classification are two tasks that fall under the outputting layer's purview. The MLP's linked core 

is a random arrangement of hidden units added between both the input and output layers. Each 

layer has a set of 'neurons' that connect the layers together. MLP is a numerous non-linear 

translation methodology that uses supervised machine learning methods to find and expand from 

training phase. The usage of proper input variables and design and analysis specifications is 

required by MLP learner [21]. 

𝑒𝑘 𝑛 = 𝑑𝑘 𝑛 − 𝑐𝑘 𝑛  

V. Random Forest (RF)  

RF is a data classification approach achieved by the proposed learning and DT [22].While in the 

training stage, it generates a vast number of trees as well as a forest of decision trees [23].Every 

tree in the forest predicts the class label for each and every event during the testing period. When 

each tree predicts a class label, the final selection for each test data is made via majority vote 

[24]. The class label that receives the most votes is considered the most appropriate label for the 

test data. This cycle is repeated for each piece of data in the collection. The best appropriate 

randomized responsible for a considerable for this experiment was 123, that offered the best 

effectiveness for the presented collection. 



9 

©Daffodil International University 
 

  𝑥 
𝑖

𝑛

−
1

𝑁𝑒(𝐴𝑛 𝑥 )
 𝑌𝑖

𝑦𝑖∈𝐴𝑛  𝑥 𝐼𝑖=𝑒

 

 

3.4 Performance Measurement Criteria 

 
Table 2 

Performance Measurement Criteria 

Metrics Explanation Formula 

Accuracy The proportion of observations that are correctly 

categorized [25]. 
𝐴 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Sensitivity It is a breakdown of the real positive vs. all the 

expected positives [26]. 
𝑆𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Specificity This calculates the percentage of real negatives 

compared all expected negatives [27]. 
𝑆𝑝 = 1 − (

𝐹𝑃

𝐹𝑃 + 𝑇𝑁)
 

Precision Precision is defined as the ratio of accurately 

predicted positives to all predicted positives. [28]. 
𝑃 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall It is a machine learning model's prediction of the 

system is characterized of True Positives. [29]. 
𝑅 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F-Measure It is the balanced harmonic mean of the algorithm's 

precision and recall, and it is used to calculate a 

model's accuracy [30]. 

𝐹 =
2 ∗ 𝑇𝑃

2 ∗ 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 

AUROC An ROC is a simple medical test screening test that 

is created by comparing actual performance against 

the false positive rate at estimation circumstances 

[31]. 

𝑇𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

Kappa 

Statistics 

It assesses the performance of qualitative features 

based on inter-rater interaction that is expected and 

witnessed [32]. 

𝐾𝑝 = 1 −
1 − 𝑝𝑜

1 − 𝑝𝑒
 

 

True positive and true negative are represented by TP and TN, while false positive and false 

negative are represented by FP and FN, correspondingly [37]. 
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3.5Apply FST Methods 

Table 3 

Apply FST Methods 

CFST Abbreviation Details Formula 

Correlation 

based 

Feature 

Subset 

Selection 

CFSSE It determines the relevance of 

a subset of qualities by 

assessing the unique 

predictive capacity of each 

functionality as well as the 

level of variance among them 

[33]. 

𝐹𝑠 =
𝑁 ∗ 𝑟𝑎

𝑁 + 𝑁 𝑁 − 1 𝑟𝑛
 

Gain Ratio 

based 

Attribute 

Evaluation 

GRAE It calculates the gain ratio in 

terms of the class to highlight 

the worth of a feature. [34]. 

𝐺𝑅 𝐶, 𝐴 =  𝐻 𝐶 𝐻 𝐶 𝐴  

/𝐻 𝐴  

Info Gain 

based 

Attribute 

Evaluation 

IGAE It calculates the gain of 

knowledge in terms of the 

class to assess the 

significance of a performance 

[34]. 

𝐼𝐺 𝐶, 𝐴  =  𝐻 𝐶 𝐻 𝐶 𝐴   

ReliefF 

based 

Attribute 

Evaluation 

RFAE It evaluates the impact of an 

attribute by testing a case 

periodically and assessing the 

values for a particular 

attribute for the closest case 

of the same kind of 

independent class [35]. 

𝑅𝑥

= 𝑃 diff 𝑋 diff 𝑐𝑙𝑎𝑠𝑠 
− 𝑃 diff 𝑋 same 𝑐𝑙𝑎𝑠𝑠  
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CHAPTER 4 

 RESULTS & DISCUSSION 

 

Various approaches were examined in this work, and the ones that performed the best were 

reported. The data was separated into two categories: training and testing. So, same train data 

was used to train all of the algorithms inside this work. Accordingly, the same test set of data 

was used to evaluate all of the approaches. However, neither of the test sample values appears in 

the train dataset. 

 

4.1 Result of Exploratory Data Analysis (EDA) 

 
Figure 3: Heatmap to show correlation among all the numeric features and significance of them 

 

The associated values and correlations between attributes are represented by a heatmap in Figure 

3.the hue of each colorful cell represents the strength of the relationships among two attributes 
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and their corresponding values. Negative association is shown by a reliability coefficient less 

than zero, whereas no association is indicated by a correlate mean of 0. 

 

 

Figure 2: Box plot to show data distribution and outliers 

 
Boxplots are a way to see whether a data set's data is spread. This graphs show the data set's 

lowest, highest, median, first quartile, and third quartile. Creating boxplots for every data set 

allows you to compare the spread of data among data sets. The distribution of the dataset's 

quantitative properties is depicted in Figure 2. Outliers are values or pints outside of the boxes 

and whiskers. This diagram shows all of the observed outliers at the start of the process. The 

inter-quartile range was used to identify outliers, which were then eliminated from the dataset. 

After this filtering, there are no outliers in this dataset, as seen in the picture. Following the 

removal of all outliers, the remaining instances of the dataset are used for further analysis. 

4.2 AUC with Precision and Recall 

 
The AUC is a description of the ROC curve and measures a classifier's right to differentiate 

across classifications. The AUC measures how well the researchers have distinguished among 

positive and negative classifications. The greater the AUC, the stronger the model's accuracy. 
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Figure 4: ROC curve, Precision and Recall for biopsy 

 

Figure 5: ROC curve, Precision and Recall for cytology 

 

Figure 6: ROC curve, Precision and Recall for hinselmann 

 



14 

©Daffodil International University 
 

 

Figure 7: ROC curve, Precision and Recall for schiller 

Figure (A) represent the ROC curve and figure (B) represent the precision and recall curve. In 

figure (A) we can see ROC curve for four different dataset, where it has true positive rate and 

false positive rate. In figure (B) we can see precision and recall curve for four different dataset.  

 

4.3 Performance Analysis 

 
The cervical cancer illness information was analyzed for this research, factors were identified 

and deleted, and a variety of classifiers, including MLP, DT, RF, LR, and XGB, were used. 

 

 

Table 4 

Performance comparison 

Dataset Algorithms Accuracy Precision Recall F1 Score Log loss  AUC 

Biopsy DT 91.86 0.92 0.92 0.92 2.81 0.494 

MLP 93.02 0.93 0.93 0.93 2.41 0.523 

LR 93.02 0.93 0.93 0.93 2.27 0.611 

XGB 93.02 0.93 0.93 0.93 2.27 0.591 

RF 94.57 0.95 0.95 0.95 1.87 0.709 

Cytology DT 93.41 0.93 0.93 0.93 2.27 0.496 

MLP 98.06 0.98 0.98 0.98 0.66 0.635 

LR 98.06 0.98 0.98 0.98 0.66 0.611 

XGB 97.67 0.97 0.97 0.97 0.80 0.591 

RF 94.18 0.94 0.94 0.94 2.00 0.554 

Hinselmann DT 93.02 0.93 0.93 0.93 2.40 0.549 

MLP 96.51 0.96 0.96 0.96 1.20 0.687 

LR 96.12 0.96 0.96 0.96 1.33 0.611 

XGB 96.51 0.96 0.96 0.96 1.20 0.591 

RF 94.18 0.94 0.94 0.94 2.00 0.598 

Schiller DT 82.17 0.82 0.82 0.82 6.15 0.545 

MLP 94.57 0.94 0.94 0.94 1.87 0.629 
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LR  92.63 0.92 0.92 0.92 2.54 0.611 

XGB 93.79 0.93 0.93 0.93 2.14 0.591 

RF 92.63 0.92 0.92 0.92 2.54 0.616 

 
The measurements of all of these different classifiers were evaluated on the datasets to discover 

the best performing algorithm for predicting cervical cancer. The performance outcome metrics 

of the classification algorithms used, specifically sensitivity, specificity, and accuracy, are shown 

in Table 4. The factors RF, MLP, LR, and XGBoost all produce positive results. We discovered 

that RF had the best performance for biopsy, with 94.57 percent accuracy, while MLP and LR 

had the best classifier performance, with 98.06 percent accuracy. Furthermore, MLP and XGB 

produced the best results for hinselmann, with 96.51 percent accuracy for MLP and 94.53 

percent accuracy for XGB. 

 

4.3 Feature Importance Score 

 
Feature Importance refers to methods for calculating a value for one of a figure's input data; the 

values actually describe the "importance" of every feature. A higher value indicates that a 

particular feature would have a greater influence on the system which used forecast a particular 

classification. 
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Figure 8: Feature importance score of datasets 
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CHAPTER 5 

CONCLUSIONS AND FUTURE WORK 

 

According to the American Cancer Society, 14,480 new instances of CC are identified each year, 

and 4290 persons die as a result of the disease. However, if correct therapy is received, it is 

feasible to recover. It is only achievable if it is discovered at an early stage of the CC. However, 

the major reason for not diagnosing and detecting CC at an early stage is a lack of education, 

awareness, and the high expense of diagnostics. The study's goal was to build an effective 

machine learning model to help physicians and individuals identify and detect CC. We suggested 

a methodology, as well as suitable predictor, to help clinicians predict and identify CC with 

greater accuracy without the need of clinical tests. In this study, the characteristics were also 

rated using several features ranking algorithms, allowing clinicians to examine the risk variables. 

Overall, the system will be a valuable tool for clinicians and patients in detecting CC at an early 

stage. In the future, we will use increasingly advanced and up-to-date methodologies to create a 

more efficient method for identifying CC at an early stage. 
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