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 ABSTRACT 
 

The average longevity of a person is measured by life expectancy. The length of one's life is determined 

by a number of factors. We utilized GDP, rural population growth, urban population growth, services 

value, industry value, food production, permanent cropland, cereal production, agriculture, forestry, and 

fisheries value as indicators of life expectancy. We may examine all of the factors that influence life 

expectancy, such as the negative link between life expectancy and rural population. We can observe how 

personality traits are linked to life expectancy and impact how we spend our lives. To evaluate which 

regression models are the most accurate, we use eight different regression models. The Extreme Gradient 

Boosting Regressor has the greatest accuracy and the least error of all the models. It was 99 percent 

correct. K-Neighbors, Random Forest, and Stacking Regressor were all 94 percent accurate. Slightly 

Stacking was the most accurate of the bunch. We used K-Neighbors, Gradient Boosting, and Random 

Forest Regressor for the Stacking Regressor, and Random Forest for the meta regressor. Decision Tree 

has the lowest accuracy of all the models, at 79 percent. The Gradient Boosting Regressor comes in 

second with 96 percent accuracy. Multiple Linear Regression and Light Gradient Boosting Machine 

Regressor scored 88 percent and 87 percent, respectively. This study assists a country in enhancing the 

value of its characteristics in terms of life expectancy 

 

 

Keywords: Life Expectancy. Regression Algorithms. Machine Learning.  
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INTRODUCTION 
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1.1 INTRODUCTION 
 

 

The term "life expectancy" refers to the average amount of time a person can anticipate to 

live. Life expectancy is a measure of a person's projected average lifespan. Life 

expectancy is calculated using a variety of factors such as the year of birth, current age, 

and demographic sex. A person's life expectancy is determined by his surroundings. 

Surrounding refers to the entire social system, not just society. We believe that a per- son's 

average life expectancy is determined by gender and age. To put it another way, a person's 

average life expectancy is influenced by a variety of factors. A person's average life 

expectancy differs from country to country. The environment is the explanation for this. 

We will discuss the average life expectancy in Bangladesh here. The average life 

expectancy depends on lifestyle, economic status (GDP), healthcare, diet, primary 

education and population. It is true that the death rate in the present is lower than in the 

past. The main reason is the environment. Lifestyle and Primary Education is one of the 

many environmental surroundings. Lifestyle depends on primary education. If a person 

does not receive primary education, he will not be able to be health-conscious in any way. 

This can lead to premature death from the damage to the health of the person. So that it 

has an effect on the average life expectancy of the whole country. It is true that the medical 

system was not good before, so it is said that both the baby and the mother would have 

died during childbirth. Many people have died because they did not know what medicine 

to take, or how much to take, because they did not have the right knowledge and primary 

education. It is through this elementary education that economic status (GDP) and 

population developed. The average lifespan varies from generation to generation. We are 

all aware that our life expectancy is increasing year after year. Since its independence in 

1971, Bangladesh, a poor nation in South Asia, has achieved significant progress in terms 

of health outcomes. The expansion of the economic sector there were a lot of good things 

in the late twentieth century. ramifications all around the globe. 

 

In this paper, we used some features for measure of life expectancy such as GDP, Rural 

Population Growth (%), Urban Population Growth (%), Services Value, Industry Value 

Food Production, Permanent Cropland (%), Cereal production (metric tons), Agriculture, 

forestry and fishing value (%). We will measure the impact of these depend feature for 

predict life expectancy. Use various regression model to find the most accurate model in 
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search of find life expectancy of Bangladesh with these depend feature. It will assist us in 

determining which feature aids in increasing life expectancy. This research aids a country 

in increasing the value of its features for life expectancy also find which regression model 

performs best for prediction life expectancy. 
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1.2 RESEARCH OBJECTIVES 

 
 Predict Bangladesh Life Expectancy Using Machine Learning Models. 

 Predict Bangladesh Life Expectancy with 11 Important Features. 

 Analysis Features Importance for Bangladesh Life Expectancy. 

 Comparison Between Machine Learning Models. 

 Select Best Model for Predict Bangladesh Life Expectancy. 

1.3 RESEARCH GAPS 
 

 A small number of machine learning models still apply for predict life expectancy. 

 

 Predict life expectancy without enough features that have relationship with life expectancy. 

 

 No one analysis features importance for life expectancy. 

 

 No one compare machine learning regression models for predict Bangladesh life expectancy. 

 

1.4 ORGANIZATION OF THESIS 

 

• Chapter 1: Chapter one produces the introduction of the thesis. Here also describe the 

research objectives and the research question. 

 

• Chapter 2: This chapter describes the background, literature review and 

demonstrates previous work related to this study. 

 

• Chapter 3: This chapter depicts the whole proposed model and architecture. 

 

• Chapter 4: This chapter presents the experiment and result and evaluation of the 

studies. 

 

• Chapter 5: This chapter concludes with future scope and limitations. 
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CHAPTER 2 

LITERATURE REVIEW 
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2.1 LITERATURE REVIEW 
 

A number of publications, studies, and research articles on life expectancy have 

previously been produced by a number of different writers. To coincide with our work, 

we've included some work-related evaluations below. 

 

Beeksma et al. [1] get their data from seven health-care facilities in Nijmegen, the 

Netherlands. There are about 33,509 EMRs in the dataset. The keyword model's pre- 

dictions were accurate to the tune of 29%. While clinicians overestimated life expectancy 

in 63 percent of erroneous prognoses, causing delays in receiving adequate end- of-life 

care, the keyword model only overestimated life expectancy in 31% of inaccurate 

prognoses.  

 

Andrea Nigri et al. [2] based on recurrent neural networks with a long short-term memory, 

a new technique for projecting life expectancy and lifespan discrepancy was devised. 

Their projections appear to be consistent with past patterns and physiologically sound, 

offering a more realistic picture of future life expectancy and disparities. The LSTM 

model, ARIMA model, DG model, Lee-Carter model, CoDa model, and VAR model are 

all examples of applied recurrent neural networks. Shown both separate and simultaneous 

projections of life expectancy and lifespan disparity give fresh insights for a thorough 

examination of the mortality forecasts, constituting a valuable technique to identify 

irregular death trajectories. The development of the age- at-death distribution assumes 

more compressed tails with time, indicating a decrease in longevity difference across 

industrialized nations.  

 

Tareque, M. I. et al. [3] looked at gender disparities in the prevalence of disability and 

Disability-free Life Expectancy (DFLE) among Bangladeshi senior citizens. They utilized 

data from a nationally representative survey that included 4,189 senior people aged 60 and 

above, and they employed the Sullivan technique. Collect data from Bangladesh's 

Household Income and Expenditure Survey (HIES)-2010, a large nationally 

representative sample survey con- ducted by the BBS. The data collecting took a year to 

complete. There were a total of 12,240 households chosen, with 7,840 from rural regions 

and 4,400 from urban areas. For a total of 55,580 people, all members of chosen homes 

were questioned. Males made up 49.54 percent of the total, while females made up the 
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remainder. They discovered that at the age of 70, both men and women can expect to 

spend more than half of their lives disabled. Have significant consequences for the 

likelihood of disability, as well as the requirement for the usage of long-term care services 

and limitations, including to begin with, the study's data is self-reported. Proxy interviews 

are not mentioned in the study (HIES-2010). Individual weights are not included in the 

data to accommodate for the complicated sample methodology. Due to a lack of statistics, 

the institutionalized population was not taken into consideration. The number of senior 

individuals living in institutions is tiny, and they have the same health problems and 

impairments as the elderly in the general population.  

 

Tareque, M. et al [4] explored the link between life expectancy and Disability-free Life 

Expectancy (DFLE) in the Rajshahi District of Bangladesh by investigating the 

connections between the Active Aging Index (AAI) and DFLE. Data was obtained during                       

April 2009 from the Socio Demo- graphic Status of the Aged Population and Elderly 

Abuse study project. They discovered that urban, educated, older men are more engaged 

in all parts of life and have a longer DFLE. In rural regions, 93 percent of older 

respondents lived with family members, although 45.9% of nuclear families and 54.1 

percent of joint families were noted. In urban regions, however, 23.4 percent were nuclear 

families and 76.6 percent were joint families, and they face restrictions in terms of several 

key indicators, such as the types and duration of physical activity. For a post-childhood-

life table, Preston and Bennett (1983) estimate technique was used. Because related data 

was not available, the institutionalized population was not examined. 

 

Tareque, M.I. et al. [5] multiple linear regression models, as well as the Sullivan 

technique, were utilized. They based their findings on the World Values Survey, which 

was performed between 1996 and 2002 among people aged 15 and above. They 

discovered that between 1996 and 2002, people's perceptions of their health improved. 

Males predicted fewer life years spent in excellent SRH in 2002 than females, but a higher 

proportion of their expected lives spent in good SRH. The study has certain limitations, 

such as the sample size is small, and the institutionalized population was not included in 

the HLE calculation. The subjective character of SRH, as opposed to health assessments 

based on medical diagnoses, may have resulted in gender bias in the results. In 2002, the 

response category ‘very poor' was missing from the SRH survey. In 2002, there's a chance 

that healthy persons were overrepresented.  
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TAREQUE et al. [6] investigated how many years’ older individuals expect to remain in 

excellent health, as well as the factors that influence self- reported health (SRH). By 

integrating SRH, they proposed a link between LE and HLE. The project's brief said that 

it was a socioeconomic and demographic research of Rajshahi district's elderly population 

(60 years and over). They employed Sullivan's approach to solve the problem. For their 

work, SRH was utilized to estimate HLE. They discovered that as people became older, 

LE and anticipated life in both poor and good health declined. Individuals in their 60s 

anticipated to be in excellent health for approximately 40% of their remaining lives, but 

those in their 80s projected just 21% of their remaining lives to be in good health, and 

their restrictions were more severe. The sample size is small, and it comes from only one 

district, Rajshahi; it is not indicative of the entire country. As a result, generalizing the 

findings of this study to the entire country of Bangladesh should be approached with 

caution. The institutionalized population was not factored into the HLE calculation.   

 

Zaman SB et al [7] investigate and discover the relationship between healthcare spending 

and life expectancy and GDP in poor nations, particularly Bangladesh. They utilized 

STATA and multivariable logistic regression to investigate the relationship between total 

health spending, GDP, and life expectancy, using data from Bangladesh's "Health Bulletin 

2011" and "Sample Vital Registration System 2010" from 1996 to 2006. In bi-variable 

analysis, they discover a direct link between total health spending and life expectancy.  

 

Also, there is a clear link between GDP and overall health spending. They found no 

statistical significance between life expectancy and total health spending in multivariable 

analysis, and total health expenditure is more responsive to gross domestic product than 

life expectancy. They also have drawbacks, such as a lack of current time series data at 

the time of study. However, the availability of 10 fiscal year data from 1996 to 2006 

provided a unique opportunity to investigate the factors that influence health spending in 

Bangladesh.   

 

Khan, Hasinur Rahaman et al. [8] utilized the most recent social development measure, 

Literate Life Expectancy (LLE). They get their information from the Bangladesh Bureau 

of Statistics' (BBS) 1981 "Statistical Year Book." They were able to gather social 

disparities in four big demographic groups by measuring the LLE at the national level: 
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urban men and women, rural men and women, and young men and women. They 

discovered that there are significant residential and sex differences between urban and 

rural men and women, confirming Lutz's theory. At birth, urban males had 31.47 years of 

LLE, but rural men had just 18 years. During the elderly age groups, urban and rural 

women had fairly similar LLE levels, but from an early age, urban women began to differ 

significantly. The LLE method has shown to be a cutting-edge system analysis tool for 

assessing social progress. The use of this novel empirical approach in Bangladesh in 1981 

revealed substantial social disparities depending on age group, sex, and home location. 

 

J. Sidey-Gibbons et al. [9] utilize machine learning approaches to create three prediction 

models for cancer detection based on descriptions of nuclei extracted from breast masses. 

They developed three prediction models for cancer diagnosis using descriptions of nuclei 

collected from breast masses, utilizing machine learning techniques. Single-layer 

Artificial Neural Networks, Support Vector Machines (SVMs) with a radial basis function 

kernel, and General Linear Model regression (GLMs) were used. The Breast Cancer 

Wisconsin Diagnostic Data Set was used in this study. The trained algorithms were able 

to categorize cell nuclei with excellent accuracy (.94-.96), sensitivity (.97-.99), and 

specificity (.97-.99) according to the University of California Irvine (UCI) Machine 

Learning Repository (.85 - .94). The SVM technique yielded the highest accuracy (.96) 

and area under the curve (.97). 

 

Ho J Y et al [10] examine whether decreases in life expectancy happened across high-

income countries from 2014 to 2016 with 18 nations. They conducted a demographic 

study based on aggregated data and data from the World Health Organization's mortality 

database, which was augmented with data from Statistics Canada and Statistics Portugal, 

and their contribution to changes in life expectancy between 2014 and 2015. Arriaga's 

decomposition approach was used. They discovered that in the years 2014-15, life 

expectancy fell across the board in high-in- come nations. Women's life expectancy fell 

in 12 of the 18 nations studied, while men's life expectancy fell in 11 of them. They also 

have certain flaws, such as the underre- porting of influenza and pneumonia on death 

certificates, the issue of linked causes of death, often known as the competing hazards 

dilemma, and the comparability of cause of death coding between nations.  
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S. S. Meshram [11] for the comparison of life expectancy between developed and 

developing nations, Linear Regression, Decision Tree, and Random Forest Regressor 

were applied. The Random Forest Regressor was chosen for the construction of the life 

expectancy prediction model because it had R 2 scores of 0.99 and 0.95 on training and 

testing data, respectively, as well as Mean Squared Error and Mean Absolute Error of 4.43 

and 1.58.The analysis is based on HIV/AIDS, Adult Mortality, and Healthcare 

Expenditure, as these are the key aspects indicated by the model. Suggest that India has a 

higher adult mortality rate than other affluent countries due to its low healthcare spending. 

 

 Matsuo K et al [12] investigate survival predictions using clinic laboratory data in women 

with recurrent cervical cancer, as well as the efficacy of a new analytic technique based 

on deep-learning neural networks. Their retrospective study, which was authorized by 

their review board, looked at 157 women who got recurrent cervical cancer among 431 

women diagnosed with cervical cancer between January 2008 and December 2014.  

 

Olshansky SJ et al [13] update estimates of the impact of race and education on past and 

present life expectancy, examine trends in disparities from 1990 to 2008, and situate 

observed disparities in the context of a rapidly aging society emerging at a time of 

optimism about the next longevity revolution. They discovered that in 2008, adult men 

and women in the United States had life expectancies similar to those of all adults in the 

1950s and 1960s, and that women in the United States lived longer than males at all ages, 

a conclusion that is consistent with prior studies. Blacks and Hispanics with sixteen or 

more years of education lived 7.5 and 13.6 years longer than whites with less than twelve 

years of education, respectively, and their disparities have widened over time, resulting in 

at least two “Americas” in terms of life expectancy, delineated by level of education and 

racial group membership. They used the Multiple Cause of Death public use data file to 

calculate the number of fatalities in the United States in 2008. They divided the twenty-

four categories in the American Community Survey's educational attainment variable into 

four separate groups. As a consequence, the differences in life expectancy at birth between 

the most and least educated were 13.4 years for men and 7.7 years for females in 1990, 

compared to 14.2 years for males and 10.3 years for females in 2008, indicating that the 

gaps widened during the eighteen-year period. 
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Alam et al [14] analyzes the impact of financial development on the rapid growth of life 

expectancy in Bangladesh using yearly data from 1972 to 2013. They use a structural 

break unit root test to look at the variables' unit root characteristics. Find some research 

on the impact of trade openness and foreign direct investment on life expectancy in their 

literature review. Furthermore, the empirical findings support the occurrence of 

counteraction in long-run associations. Income disparity appears to reduce life expectancy 

in the long run, according to the long run elasticities. Finally, their results provide 

policymakers with fresh information that is critical to improving Bangladesh's life 

expectancy.  

 

Husain, Abhar Rukh. [15] Conducts a multivariate cross-national study of national life 

expectancy factors. The linear and log-linear regression models are the first regression 

models. The data on explanatory factors comes from UNDP, World Bank, and Rudolff's 

yearly statistics releases (1981). His findings show that if adequate attention is paid to 

fertility reduction and boosting calorie intakes, life expectancies in poor nations may be 

considerably enhanced.  

 

M. A. Rubi et al [16] used two independent variables Bangladesh's Gross Domestic 

Product (GDP) & Population and studied the interaction between GDP and Population 

with Life Expectancy (LE). They used a long period of data from World Data Open Data 

(WBOD) and Trends Economics from 1960 to 2020. They find a strong correlation 

between population sizes with life expectancy after applying the Multiple Linear 

Regression (MLR) Model and several Artificial Neural Network (ANN) and found 98% 

accuracy in MLR Model. Their study shows that the population size of a country grows 

as its population health improves and its socioeconomic status improves and the most 

fascinating finding is in one word that population size has an impact on life expectancy. 

In this study, they suggest that future study research be expanded with more data and 

machine learning algorithms.
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RESEARCH METHODOLOGY 



13                                                                                                              © Daffodil International University    

3.1 METHODOLOGY MODEL 
 

 

 

 

Figure: 3.1.1 Methodology Model 
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3.2 DATASET 

 
The information was gathered from the Trends Economics. Data set contain data from 

1960 to 2020. Combine all of the characteristics that are linked to Bangladesh's Life 

Expectancy. 

3.3 PRE-PROCESSING 
 

Pre-processing, which includes data cleansing and standardization, noisy data filtering, 

and management of missing information, is necessary for machine learning to be done. 

Any data analysis will succeed if there is enough relevant data. The information was 

gathered from the Trends Economics. Data set contain data from 1960 to 2020. Combine 

all of the characteristics that are linked to Bangladesh's Life Expectancy. After you've 

checked for null values. We find some null values that fill up with the mean values. We 

examining the relationship between the dependent and independent features. For 

prediction, we select accurate features. After defining independent and dependent 

features, the data set is split. Divide 80 percent of the data for training and 20 percent for 

testing. This study was carried out in jupyter Notebook using the Python programming 

language. 

 

3.4 DATA VISUALIZATION 

 

 

Figure: 3.1.2 Dataset  
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3.5 MODEL DESCRIPTION 
 

 

1) Multiple Linear Regression (MLR): A statistical strategy for predicting the out- 

come of a variable using the values of two or more variables is known as multiple 

linear regression. Multiple regression is a type of regression that is an extension of 

linear regression. The dependent variable is the one we want to predict, while the 

independent or explanatory factors are used to predict the dependent variable's 

value. The formula for multiple linear regression is as follows: 

 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛+∈ (1) 

 

2) K-Neighbors Regressor (KNNR): It's a non-parametric strategy for logically aver- 

aging data in the same neighborhood to approximate the link between independent 

variables and continuous outcomes. To discover the neighborhood size that 

minimizes the mean-squared error, the analyst must define the size of the 

neighborhood. 

 

3) Decision Tree Regressor (DTR): A decision tree is a tree structure that looks like 

a flowchart and is used to model decisions. A supervised learning approach, the 

decision tree technique is categorized. It may be utilized with both categorical and 

continuous output variables. The Decision Tree method has become one of the 

most commonly used machine learning algorithms. The use of a Decision Tree can 

help with both classification and regression difficulties. 

 

4) Random Forest Regressor (RFR): A random forest is a meta estimator that fits a 

number of classification decision trees on distinct sub-samples of the dataset and 

utilizes averaging to increase prediction accuracy and control over-fitting. The 

forest's total amount of trees. A Random Forest is an ensemble method for solving 

regression and classification problems that use several decision trees with the 

Bootstrap and Aggregation methodology. Rather of relying on individual decision 
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trees to decide the ultimate outcome, the fundamental concept is to combine many 

decision trees. Random Forest employs several decision trees as a foundation 

learning paradigm. 

 

5) Stacking Regressor (SR): The phrase "stacking" or "stacked" refers to the process 

of stacking objects. Each estimator's output is piled, and a regressor is used to 

calculate the final forecast. By feeding the output of each individual estimate into 

a final estimator, you may take use of each estimate's strengths. Using a meta-

learning technique, it learns how to combine predictions from two or more 

fundamental machine learning algorithms. On a classification or regression 

problem, stacking has the benefit of combining the talents of a number of high-

performing models to create predictions that surpass any one model in the 

ensemble. 

 

6) Gradient Boosting Regressor (GBR): Gradient Boosting Regressor is a forward 

stage-wise additive model that allows any differentiable loss function to be 

optimized. At each level, a regression tree is fitted based on the negative gradient 

of the supplied loss function. It's one of the most efficient ways to build predictive 

models. It was feasible to build an ensemble model by combining the weak 

learners or weak predictive models. The gradient boosting approach can help with 

both regression and classification issues. The Gradient Boosting Regression 

technique is used to fit the model that predicts the continuous value. 

 

7) Extreme Gradient Boosting Regressor (XGBR): Extreme Gradient Boosting is an 

open-source application that executes the gradient boosting approach efficiently 

and effectively. Extreme Gradient Boosting (EGB) is a machine learning 

technique for regression, classification, and other problems that builds a prediction 

model from a set of weak prediction models, most commonly decision trees. The 

resultant technique is called gradient boosted trees, and it often beats random forest 

when a decision tree is the weak learner. It uses the same step-by-step approach as 

previous boosting approaches, but it broadens the scope by allowing optimization 

of any differentiable loss function. 

 

8) Light Gradient Boosting Machine Regressor (LGBMR): Light Gradient Boosted 

Machine is an open-source toolkit that efficiently and effectively implements the 
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gradient boosting approach. LightGBM enhances the gradient boosting approach 

by incorporating automated feature selection and focusing on boosting situations 

with larger gradients. This might result in a considerable boost in training speed 

as well as improved prediction accuracy. As a result, LightGBM has been the de 

facto technique for machine learning contests when working with tabular data for 

regression and classification predictive modeling tasks. 

 

9) Mean Absolute Error (MAE): The MAE is a statistic for evaluating regression 

models. The mean absolute error of a model with regard to a test set is the average 

of all individual prediction errors on all occurrences in the test set. The discrepancy 

be- tween the true and expected value for each occurrence is referred to as a 

prediction error. The following is the formula: 

  

          MAE=
1

𝑛
∑ |𝐴𝑖 − 𝐴|𝑛
𝑖=1  

 

10) Mean Squared Error (MSE): MSE indicates how near it is to a set of points. It 

accomplishes this by squaring the distances between the points and the regression 

line. Squaring is required to eliminate any undesirable signs. Inequalities with 

greater magnitude are also given more weight. The fact that you're computing the 

average of a series of errors gives the mean squared error its name. The better the 

prediction, the smaller the MSE. The following is the formula: 

 

MSE=  
1

𝑛
∑ |[Actual − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛]|𝑛
𝑖=1  

 

1) Root Mean Square Error (RMSE): The residuals' standard deviation is RMSE. 

Residues measure the distance between data points and the regression line, and the 

RMSE is a measure of how spread out these residuals are. The following is the 

formula: 

          RMSE=√
1

𝑛
∑ |𝐴𝑖 − 𝐵𝑖|
𝑛
𝑖=1 2 
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CHAPTER 4 

RESULT AND DISCUSSION 
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4.1 RESULT ANALYSIS 
 

 

The life expectancy of a country is determined by a number of variables. Figure: 4.1.1 

depicted the pairwise association between life expectancy and a variety of independent 

characteristics such as GDP, Rural Population Growth (%), Urban Population Growth 

(%), Services Value, Industry Value Food Production, Permanent Cropland (%), Cereal 

production (metric tons), Agriculture, forestry and fishing value (%). 

 

Figure: 4.1.1. Correlation Between Features
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Figure: 4.1.2 shows that the data reveals the value of GDP that has risen steadily over time. 

As a consequence, GDP in 1960 was 4274893913.49536, whereas GDP in 2020 was 

353000000000. It was discovered that the value of GDP had risen. The two factors of life 

expectancy and GDP are inextricably linked. The bigger the GDP, the higher the standard 

of living will be. As a result, the average life expectancy may rise. Life expectancy is also 

influenced by service value and industry value. The greater the service and industry values 

are, the better the quality of life will be. As can be seen, service value and industry value 

have increased significantly year after year, and according to the most recent update in 

2020, service value has increased significantly, and now stands at 5460000000000. And 

the industry value was 7540000000000, which has a positive impact on daily life. Food 

production has an influence on life expectancy and quality of life. Our level of living will 

improve if our food production is good, and this will have a positive influence on life 

expectancy. From 1990 through 2020, food production ranged between 26.13 and 109.07. 

Agriculture, forestry and fishing value percent also shortly involved with life expectancy. 

 

 

Figure: 4.1.2. Visualize of All Feature 
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Figure: 4.1.3 and Figure: 4.1.4 shows there are two types of population growth: rural and 

urban in 1990’s century urban population percent was more than rural and year by year 

rural population growth was decrease and urban population growth was increase. The 

level of living improves as more people move to the city. 

 

 

 

 

Figure: 4.1.3 Urban Population Growth %     Figure:4.1.4 Rural Population Growth % 

 

 

 

Table: 4.1.1 Error and Accuracy Comparison 

MODELS MAE MSE RMSE ACCURACY 

Multiple Linear Regression 1.46 8.82 2.97 88.07% 

K-Neighbors Regressor 0.96 4.17 2.04 94.35% 

Decision Tree Regressor 2.63 15.30 3.91 79.32% 

Random Forest Regressor 1.06 4.28 2.06 94.21% 

Stacking Regressor 1.02 3.90 1.97 94.72% 

Gradient Boosting Regressor 0.94 2.43 1.55 96.71% 

Extreme Gradient Boosting Regressor 0.58 0.44 0.66 99.39% 

Light Gradient Boosting Machine 

Regressor 

2.62 9.57 3.09 87.06% 
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Figure: 4.1.1 shows that life expectancy and rural population growth have a negative 

relation- ship. We can see how these characteristics are intertwined with life expectancy 

and have an influence on how we live our lives. It worth has fluctuated over time. Its value 

has fluctuated in the past, increasing at times and decreasing at others. We drop Rural 

population growth and Agriculture, Forestry and Fishing value as it was having negative 

correlation and less correlation between life expectancy. 

Table: 4.1.1 Shows that we utilize eight different regression models to determine which 

models are the most accurate. Among all the models, the Extreme Gradient Boosting 

 Regressor has the best accuracy and the least error. It was 99 percent accurate. The 

accuracy of K-Neighbors, Random Forest, and Stacking Regressor was 94 percent. 

Among them, Slightly Stacking had the highest accuracy. We utilized three models for 

the stacking regressor: K-Neighbors, Gradient Bosting, and Random Forest Regressor, 

and Random Forest for the meta regressor. Among all the models, Decision Tree has the 

lowest accuracy at 79 percent. With 96 percent accuracy, the Gradient Boosting Regressor 

comes in second. 88 percent and 87 percent for Multiple Linear Regression and Light 

Gradient Boosting Machine Regressor, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

                                    Figure: 4.1.5 Accuracy Among All the Models 

 

Figure: 4.1.5 shows the accuracy among all the model. The Extreme Gradient Boosting 

Regressor has the best accuracy.
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CHAPTER 5  

CONCLUSION 
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5.1 FINDINGS AND CONTRIBUTIONS 
 

A country's life expectancy is affected by a variety of factors. showed the pairwise relationship 

between life expectancy and a number of independent variables. Make a pre- diction with the help 

of a machine learning model. Extreme Gradients Boosting Regressors in general forecast better 

than other Regressors. Our findings lead us to conclude that life expectancy may be predicted using 

GDP, urban population growth (percentage), services value, industry value, food production, 

permanent cropland (percent- age), and cereal output (metric tons). Larger data sets may result in 

more accurate predictions 

 

5.2 FUTURE WORK 
 

In future we can use deep learning model. Also we can take more data for make prediction better. 

In the future, more data and new machine learning models will be used to enhance prediction. 
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