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ABSTRACT 

The categorization of medical datasets using machine learning has piqued the interest of 

the academic community in recent years, despite the fact that it is a difficult undertaking. 

The use of a large number of machine learning algorithms to a collection of data aids in 

the completion of the processes. Many studies have been conducted in the past to predict 

disease using machine learning. However, there are several opportunities for improvement. 

The goal of this study is to show how pre-processing approaches, as well as traditional and 

ensemble classifiers, may be used to compare different machine learning-based models for 

diabetes prediction. The pre-processing procedures for processing the dataset include 

encoding categorical data, imputing missing values, handling imbalanced data, and scaling 

features are taken place in this exploration. Five classification techniques, including 

Support Vector Machine (SVM), Naive Bayes (NB), Logistic Regression (LR), Decision 

Tree (DT), and Extra Tree (ET), are used to classify the dataset using a 10-fold cross-

validation technique, as well as hyperparameter tuning in each classifier to assign the best 

parameters. Ensemble methods are used to improve the performance of traditional 

algorithms and prevent them from being over fitted and biased. The experimental study 

indicates diabetes predictions with a higher degree of accuracy, as well as evaluated the 

findings of other current studies, with 98.44% accuracy being the best. 
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CHAPTER 1 

Introduction 

 

1.1 Overview 

Since the disease is a part of life and there are many chronic diseases present, it is very important 

to identify the disease’s initial status. Machine learning can play a significant aspect in predicting 

the status of disease from responsive healthcare datasets by analyzing several features and patient 

lab records as well as determine the severity of the disease. The machine learning techniques can 

be divided into two categories; supervised and unsupervised. [1] Supervised Learning infers a 

function from labeled training data and maps an input to an output based on example input-output 

pairs whereas Unsupervised Learning deals with the unlabeled data and allows the model to act 

with its patterns and information that was previously undetected. 

In this exploration, we use diabetes dataset for prognosis. Insulin, a hormone produced by the 

pancreas, is known to aid in the conversion of glucose (also known as blood sugar) to energy. 

Diabetes develops when Insulin fails to function correctly, causing the blood glucose level to rise 

too high. The etiology of diabetes is unclear; however, genetics may play a role. Humans with 

diabetes have frequent urination and thirst as well as weight loss, blurry vision, tiredness, etc. 

Many researchers have collaborated on an effort to use machine learning to forecast the state of 

diabetes. They haven't been able to achieve perfection in all of the key areas, though. Some of 

them haven't paid enough attention to the dataset's pre-processing, such as handling unbalanced 

data and feature scaling. Some researchers have reported decreased accuracy and failure to use 

ensemble methods to improve the result. Some researchers haven't tried to manually assign the 

optimum parameters via hyperparameter tuning, and they haven't utilized cross-validation to 

minimize bias or overfitting. In this article, we have taken a careful look at these processes and 

conducted our research using the following sentences.  

 We have pre-processed the dataset by different steps such as, encoding categorical data, 

handling imbalanced data, feature scaling. 

 We have comprised a comparative analysis among the algorithms with three different 

feature scaling methods. 

 We have predicted the disease status using traditional machine learning algorithms (LR, 

SVM, NB, DT, ET) with better accuracy. 



©Daffodil International University  2 

 

 We have used 10-fold cross validation to ensure the result as well as remove biased 

problems. 

 We have added hyperparameter tuning to assign the best parameters so that we can 

achieve better accuracy. 

 We have used the ensemble learning classifiers (Bagging and Boosting) to improve as 

well as ensure real performances. 

 We have determined the results of many evaluation measures to compare with other’s 

performances. 

We have embellished the rest of the paper by adding six more sections. We have referred to the 

literature review in Section 2. In Section 3, the dataset description has been mentioned. We have 

briefed about our experimental setup in section 4. In Section 5, we have included the methodology. 

We have discussed the results of our experiment in Section 6. We finally conclude our research by 

Section 7. 

 

1.2 Motivation 

Wherever in this world diabetes is the most common chronic diseases and day by day expanding 

in the number of people affected by diabetes. The primary cause is changing life style whichever 

lessen physical activity which can force to obesity. Key facts. Diabetes attack rose from 108 

million in 1980 to 422 million in 2014. It’s a vital cause of blindness kidney failure stroke and 

heart attack.in 2019 by who estimated 1.5 million deaths for only diabetes. Most of them are know 

when they are 1st affected by this disease. There are a Little numbers of research paper about early 

prediction. So we do about lots of study about diabetes prediction. Most of them are not achieve 

higher accuracy. So for achieve best result we are motivated and finally found the best accuracy 

most of other than in our using Method. 
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1.3 Research Objectives 

 To find out the diabetic result. 

 To analyze the correlated problem 

 Quality of life. 

 To spread the awareness to the people about diabetes 

 

1.4 Research Questions 

 What is the key features of this database? 

 How the algorithm works on this research? 

 How you can predict the early detection of diabetes? 

 What will be the success rate if a person will have diabetes or not? 

 

1.5 Report Layout  

 Background  

 Research Methodology 

 Experimental Result and Discussion 

 Review, Conclusion and Future Analysis  

 Reference 
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CHAPTER 2 

Background Study 

 

2.1 Overview 

Huge studies on diabetes prediction have recently risen to the top of researchers’ priority lists in 

the medical research sector. M. M. F. Islam et al.[2] used 10-fold cross-validation and percentage 

split assessment approaches to evaluate the dataset using several Machine learning algorithms such 

as NB, LR, and RF. They discovered that RF by cross-validation had the greatest accuracy of 

97.40% and percentage split evaluation had the best accuracy of 99%. They did not do 

hyperparameter tuning, which might be considered a limitation.  

T. M. Le et al. proposed a novel wrapper-based feature selection technique based on Grey Wolf 

Optimization (GWO) and Adaptive Particle Swam Optimization (APSO), and compared the 

results of this method with several conventional machine learning algorithms, achieving 96% for 

GWO-MLP and 97% accuracy for APGWO-MLP. [3] 

M. T. Ogedengbe and C. O. Egbunu [4] also presented the CSE-DT feature selection approach, 

which achieved an accuracy of 81.64%.  

Abdul et al. performed a classification utilizing the DT with Linear Sampling and Information Gain 

optimization and achieved a 99.04%. Pro. [5] 

Sakshi et al. [6] got from his examination he achieved best result in SVM & Ad Boost algorithm 

which is around 94.44%, he obtained this result in two categories without Bootstrapping & After 

Bootstrapping.  

Hang et al [7] use logistic regression and gradient boosting machine for prediction and achieved the 

result in proposed GBM model is 84.7% with sensivity of 71.6%. In Logistic regression accuracy 

is 84.0% with sensivity73.4%. [7] 

Tafa et al work for implementation with Naïve Bayes and SVM arithmetical modeling, from the 

given dataset which is collected from the medical examinations of 402 patients, in order to more 

reliability the computer-supported diagnosis reliability and got the classifier performance in SVM 

95.52% and in Naïve Bayes 94.52% respectively. After this they use combined execution of two 

algorithms and achieve the average rate of the valid outcomes which is 94.77% with the projected 

lower bound of nearly 90.3%. [8] 
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A Negi et al in this paper they work for obtain the best accuracy different steps were took which 

are subsist of data collection, preprocessing, normalization, model validation, model generation, 

feature selection(It was done using Fselect script from LIBSVM package and using weka. This F-

select method is use for feature selection for F-score and it is the best advance method in 

prospective of SVM Algorithm). For Feature selection they use WEKA and LIBSVM in WEKA 

wrapper and ranker methods. And finally obtain best accuracy 71% in wrapper method and obtain 

best accuracy 72% using Ranker method selected features. [9] 

TM Alam et al try to achieve best accuracy using Clustering method, Random Forest(RF) and 

Artificial Neural Network(ANN). K-means clustering method has given the result 73.6% accuracy 

The random forest method afford an accuracy of 74.7%, and ANN gave the accuracy 75.7%. So 

here ANN gives the best accuracy 75.7%. It is a nonlinear model which is straight forward and 

generally use for relating statistical methods. This is a non-parametric model, while the majority 

of statistical techniques are parametric and require a higher foundation of statistics. The main 

advantage of handling ANN over other statistical techniques is its capacity to catch the non-linear 

relationship among the concerned variables. [10] 

G Tripathi works with four machine learning algorithm these are Linear Discriminant Analysis 

(LDA), K-nearest neighbor (KNN), Support Vector Machine (SVM), and Random Forest (RF) for 

predictive analysis of early-stage diabetes. Here with accuracy found precision, recall, Specificity 

and f-score. Using this Four algorithm here The experimental outcomes show that Random Forest 

(RF) gives the maximum best accuracy of 87.66 %. Others are SVM achieved 80.85%, KNN 

79.24% and LDA achieve 76.86%. [11] 
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CHAPTER 3 

Research Methodology 

 

3.1 Overview 

In this study, the relevant information is collected from the UCI machine learning repository. The 

data collected from a survey carried out Special studies addressing topical issues from Sylhet 

diabetes center, our research methodology. The present method consists of the different steps 

which are data collection, pre-processing. In this present study we use different 4 algorithms Linear 

Regression (LR), Naïve Byes (NB), Support Vector Machine (SVM) and Extra Tree (ET). Where 

the best accuracy is in SVM 97.81%. But after in this study we use the 10-fold cross validation, 

hyper parameter tuning. Then bagging and boosting method is used and we got the best High 

accuracy in Decision Tree (DE) 98.44%. 

 
Fig:  Proposed Model 



©Daffodil International University  7 

 

3.2 Pre-processing 

3.2.1 Categorical data encoding: Categorical data encoding is the process of transforming 

the categorical data to numerical value. We know that, in machine learning models, 

the input and output variables have to be numeric i.e., if the dataset contains 

categorical data, it is compulsory to encode it to numbers before fitting into a model. 

Our Diabetes dataset consists of both categorical and numerical data where all the 

columns contain nominal data except age. So, we have encoded the dataset. 

3.2.2 Missing Value Imputation: Missing value imputation is the process of replacing 

missing data with substituted values imputed by a study concerning other data of the 

dataset. Quite fortunately our datasets have no missing value. 

3.2.3 Handling Imbalanced Data: Handling imbalanced data refers to adjust the class 

distribution of a data set. We have used smote to handle imbalanced data which full 

form is Synthetic Minority Oversampling Technique. It handles data by increasing 

the number of cases in the dataset in a balanced way. It increases the data of minority 

while taking the full dataset as input. 

3.2.4 Feature Scaling:  FS (Feature scaling) is used to normalize the range of independent 

features of data. We have used MinMax scaler that scales all the data features in the 

range [0, 1] if there are no negative values or [-1, 1] for else. 

 

3.3 Classification Algorithm 

In this research, Machine Learning (ML) based classifiers like as, Support Vector Machine (SVM), 

Logistic Regression (LR), Decision Tree (DT), Naive Bayes (NB), and Extra Tree (ET) have been 

used to classify the datasets. 

 

3.3.1 Logistic Regression (LR): It’s a Machine Learning (ML) based algorithm where the class 

label has two categories, yes/no like binary (0/1). Logistic regression presume that the seer isn’t 

enough to resolved the response variable, although resolve a possibility that’s a logistic operation 

of a linear consolidation of them.  LR is great in a small number of dimensions at the seer don't 

satisfy to deliver extra probabilistic evaluate of the feedback.  
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3.3.2 Support Vector Machine (SVM):  SVM is a supervised machine learning model which is 

applicable as both linear and non-linear data. It constructs an N-dimensional hyperplane and 

transforms the original data to there as well as separates the data into two categories optimally 

which can be used for classification, regression, or other tasks. [12] 

In many functional applications, SVM can ensure higher accuracy for a long-time period 

prediction as compared to different computational approaches. 

 

 SVM take the phenomenal point that help in formulating the hyper plane. These flagrant cases 

are named uphold vectors, also hence the computation is termed as Support Vector Machine. 

Acknowledge the covered chart in where there are two particular classifications that are organized 

handling a preferred hyper plane. 

 

3.3.3 Naive Bayes (NB): NB is a supervised Machine Learning (ML) classifier. It’s created placed 

on the Bayes theorem. This classifier deals with the two classes perception with nominal features. 

It assigns class 0 to only one example and class 1 to the other examples, with probability 1. NB 

can handle both discrete and continuous variables. It can be applied to a few training data. [13] 

            P(A|B) = probability of A given that B is true = 
𝑃(𝐵|𝐴) ∗ 𝑃(𝐴)

𝑃(𝐵)
              (1) 
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Naive Bayes (train) 

 

Naive Bayes (train) 

 

 

Fig: Naive Bayes 

 

π 
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3.3.4 Decision Tree (DT): It is a supervised Machine Learning (ML) classifier. In this model, a 

structure is formed like a tree where all root and an internal node represents features and the leaf 

node represents class label in the form of True or False. It’s completely a different approach to 

classify. It generally creates a series of if-then rules which assign an observation to one segment 

of the tree. It has more than two possible results and with ordinal outcome variables. 

 

 

Fig: Decision Tree 

3.3.5 Extra Tree (ET): Extra tree classifier combine many decors related decision trees results 

amassed in the forest to propagate the classifier result as well as handles a vast number of 

numerical features effectively. 

 

Fig: Extra tree 
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             3.3.6 Bagging: This bootstrap aggregating method generates some random bootstrap samples from 

the whole dataset. As a base estimator, a model is used to find out the evaluation report and simple 

voting is applied to obtain the overall evaluation report. Bagging is used generally when you desire 

to cut down the difference of opinion while having the bias. This arise when you equate predictions 

in other areas of the given feature space. Bagging is useful as long as you are developing the 

accuracy of a particular model by adopting numerous types of it skilled on numerous sets of data. 

Bagging is not suggested on models that have high bias. In alike cases Adaboost is used that drives 

a step forward and eradicates the achieve of a high bias produce in the criterion model. 

 

 

Fig: Bagging and Boosting 

3.3.7 Boosting: Boosting has different base learners and all the instances are misclassified by their 

previous base learners. We have chosen comparatively more applicable the Adaboost algorithm. 

The way of a boosting model generate predictions on current recent data is actual transparent. 

When we gain a new inspection with own its features, this moved over each one of the particular 

models, including all model create its own prediction. 

 

 

 

 

 



©Daffodil International University  12 

 

3.4 Research Subject and Instrumentation 

All the experiments are implemented in Python language inside the platform Google Collaborator. 

It permits to write and perform arbitrary python code through the browser. Colab is a hosted 

Jupyter notebook without asking any setup. All the experiments were run into the system having 

the configuration of Intel(R) Core(TM) i5-8250U CPU @ 2.70GHz, the 64-bit operating system 

of Windows 10 pro with 8GB RAM. 

 

3.5 Dataset Description 

For the operations take place in the analysis, one of the most acceptable and publicly available the 

Early stage diabetes risk prediction dataset is used retrieved from UCI Machine Learning 

Repository. [14] The dataset that was originated from Sylhet Diabetes Hospital, Sylhet, 

Bangladesh. This dataset holds 520 samples with 16 attributes. Patients from age 20 to 65 are 

present here that are separated by 2 conditions where the positive class indicates the diabetic 

patients whereas the negative class denotes non-diabetic patients. Specifically, 320 instances 

apprehend Diabetes whereas 200 are not. The dataset contains only nominal data. Fortunately, 

there exist no missing values in the dataset. The comprehensive explanation of the dataset is 

displayed in table 1. 
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Table No: 1. Details of datasets 
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3.5 Performance Evaluation Measure 

There are some performance evaluation measures method by these methods we can able to check 

the exact performance of our existing model. These methods estimate the overall performance 

which are perform on the unseen data. 

Accuracy: It means the percentage of accurate prediction for the test data. Where accuracy 

performs the accessibility of the measurements with the real measurements. It based on a single 

factor. Accuracy deals with systematic errors. 

Precision: It means the fraction of correctly predicted the positive observations. Precision 

actually identifies the real true fragment of the total instances where if they predicted true. 

Recall: It’s the fraction of correctly predicted the positive observations.  

F1 Score: It’s basically the harmonic mean of the precision and recall. 

 

TP + TN 

Accuracy =  

TP + FP + TN + FN 

 

TP 

Precision =  

TP + FP 

 

TP 

Recall =  

TP + FN 

 

2 * P * R 

F1-Score =  

P+R 

 

Fig. 4. Performance evaluation measures formula 
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CHAPTER 4 

Experimental Results & Discussion 

 

4.1 Traditional Classification  

Here in this segment, we have to conducted on a comparative analysis on basis of the experimental 

results of the evaluation measures of the machine learning models of diabetes dataset. We have 

pre-processed our dataset to analyze the performances of traditional and ensemble classifiers 

which had gone through 10-fold cross validation and hyper parameter tuning. Consequently, we 

have observed different performances using traditional, bagging and boosting classifiers. 

 

4.1.1 Logistic Regression 
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First of all we import libraries of algorithm. Then we use hyper parameter tuning for get best 

parameter using randomized search algorithm.  Then we train data using this parameter. Here for 

more accuracy predicting the result we use 10-fold cross validation method and make the 

confusion matrices and got the results. 

4.1.2 SVM 
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Also here we do the same process what we done in previous Algorithm. Here the main difference 

is we get different parameter than others. Then set it in training set and finally got this results. 
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4.1.3 Naïve Bayes 
 

In Naïve Bayes we done the same process. That’s why we just presenting the results in all 

algorithms. 

 
 

 
Here the highest accuracy is 86% 
 

4.1.4 Decision Tree 

 

 
 

Here also same things happening and achieve the highest accuracy is 96%. 
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4.1.5 Extra Tree 

 

 
 

Here we obtain 95% highest accuracy. 
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4.1.6 Traditional Classifiers analysis 

 

 

Fig. 3. Experimental Results of Traditional Classifiers 

 

First of all, considering the performances of traditional classifiers, the best accuracy has been 

obtained 97.81% using SVM classifier. Considering the values of precision, the best score of 

98.36% has been obtained by applying ET. Looking at the recall section, again SVM has provided 

the best score of 98.44%. In the case of the f1-score, SVM classifier has performed the best of 

97.82% as usual. 

 

 

 

Accuracy Precision Recall F1 Score

LR 94.22 95.78 93.13 94.22

SVM 97.81 97.33 98.44 97.82

NB 89.22 88.93 89.69 89.24

DT 95.94 97.62 94.38 95.9

ET 95.63 98.36 92.81 95.45
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4.2 ROC Curve (Traditional)  

In AUC ROC curve use for true positive rate and false positive rate where the range is 0 to 1. 1 is 

the highest performance & 0 is lowest.  Here we use this formula. 

4.2.1 Linear Regression ROC Result 

 

 

4.2.2 SVM ROC Result 

 

 

4.2.3 Naïve Bayes ROC Result 

 

 

4.2.4 Decision ROC Result 
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4.2.5 Decision Tree ROC Result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2.6 ROC Curve Analysis of Traditional Classifiers 
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Fig. 4. ROC Curve Analysis of Traditional Classifiers 

 

ROC Curve, depicted in Fig 4, has also drawn the same scenario where SVM has acquired the best 

score of 1. Hence, according to the above analysis as well as the detailed results with graphical 

representation depicted in Fig 3, the SVM classifier can be stamped as the best traditional 

classifier. 
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4.3 Bagging Classifiers and ROC Curve 

Here in all Classifier we use traditional methods output as input in this Bagging Methods 

Classifiers. 

 

4.3.1 Linear Regression (Bagging) 

 

 



©Daffodil International University  26 

 

 

 

As we said we use our traditional LR algorithm’s output as input in bagging method and other 

Process are same what we have done in traditional algorithms.   



©Daffodil International University  27 

 

4.3.2 SVM (Bagging) 

We use here SVM’s output as input and other process is same as like before. That’s why we just 

presenting the results. Where we obtain the highest accuracy is 97%. 

 
 

 
4.3.3 Naïve Bayes (Bagging) 

 

Same process also applied here and obtain the final result accuracy is 86%. 
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4.3.4 Decision Tree (Bagging) 

 

Same things also happened in this process. Final achievement accuracy is 98.12% 

 
 

 
4.3.5 Extra Tree (Bagging) 

Here also we done the same process as we done other bagging methods and highest accuracy is 

95.31%. 
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4.3.6 Analysis Results of Bagging Classifiers (Bagging) 

 

 

 

Fig. 5. Experimental Results of Bagging Classifiers 

 

Secondly, the performances obtained by bagging classifiers should be talked over. Starting with 

accuracy, the elaboration has depicted that the best accuracy has been obtained 97.66% using SVM 

classifier. Then considering the performances of precision, the best score of 98.20% has been 

obtained by applying DT. 

 

 

Accuracy Precision Recall F1 Score

LR 94.38 96.26 92.81 94.32

SVM 97.66 97.99 97.5 97.66

NB 89.22 88.71 90 89.29

DT 97.19 98.2 96.25 97.14

ET 94.38 97.31 91.25 94.14
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4.3.6 LR ROC Curve Result (Bagging) 

 

 

 

4.3.7 SVM ROC Curve Result (Bagging) 

 

 

 

4.3.8 Naïve Bayes ROC Curve Result (Bagging) 
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4.3.9 Decision Tree ROC Curve Result (Bagging) 

 

 
 

4.3.10 Extra Tree ROC Curve Result (Bagging) 
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4.3.11 Analysis of Bagging Classifiers ROC Curve 

 

 

 

Fig. 6. ROC Curve Analysis of Bagging Classifiers 

 

In the case of the recall section, SVM has obtained its position back showing the best score of 

97.50%. In the case of the f1-score, once again the same scenario has been observed that SVM has 

performed the best of 97.66%.  

 

ROC Curve, depicted in Fig 6, has drawn a different scenario that, both SVM and DT have 

provided the best score of 1 jointly. In this case, it is also noticeable that, after using bagging, the 

performances of the classifiers have been changed. The accuracy of LR and DT have been 
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improved whereas the accuracy of SVM and ET have been decreased and NB has remained the 

same.  

 

The precision of LR, SVM, and DT have been increased though the results of NB and ET have 

been decreased. The values of recall have been also changed where LR, SVM and ET haven’t 

abled to increase though NB and DT have. F1 score of LR, NB and DT have been improved a bit 

where the score of SVM and ET haven’t. And finally, the ROC score of NB and DT have been 

improved where the score of ET have been decreased as well as LR and SVM have provided the 

same.  

 

4.4 Boosting Classifiers and ROC Curve 

Therefore, according to the above disputation as well as the detailed results with graphical 

representation picturized in Fig 5, the SVM classifier can be marked as the best bagging classifier. 

And the final consideration should be the performances obtained using boosting classifiers.  

On setting with the accuracy section, the best accuracy has been obtained 98.44% using DT 

classifier. Then looking at the performances of precision, the best score of 98.78% has been 

obtained by DT. Considering the recall section, a little bit different result of best score of 98.75% 

using ET where DT has occupied the second position scoring 98.13%.  

 

In the case of the f1-score, once again the same scenario has been observed that SVM classifier 

has performed the best of 98.42%. ROC Curve, depicted in Fig 8, has drawn a surprising scenario 

that SVM, DT and ET have served the score of 1. The changes of the performances of the 

classifiers due to using Adaboost have also been analyzed. Starting with accuracy, the scores of 

LR, SVM, and NB have been decreased whereas the scores of DT and ET have been improved.  

The SVM and DT have abled to improve the precision but LR, NB, and ET haven’t. In case of 

recall, the values of LR and SVM have been decreased where the scores of DT and ET have been 

increased though NB have remained the same. Almost the same observation of having improved 

result by DT and ET as well as decreased result by LR, SVM, and NB has been noticed. The ROC 

scores of LR, SVM and DT have remained the same where the score of NB has been decreased 

and the ET has the opposite. Therefore, according to the above disputation as well as the detailed 
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results with graphical representation portrayed in Fig 7, the DT classifier can be considered as the 

best boosting classifier. 

Final thing is in boosting we can’t do any hyperparameter tuning. That’s why we don’t use any 

Randomized search algorithm here and other process is same. 

4.4.1 Logistic Regression (Boosting) 
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4.4.2 SVM (Boosting) 

 
Highest accuracy is 84.84%  
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4.4.3 Naïve Bayes (Boosting) 

 
 
Obtained accuracy is 72.34%  

4.4.3 Decision Tree (Boosting) 

 
 
Last of all we get our most highest accuracy of our prediction in this method. Which is upper than 

98.50 
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4.4.4 Extra Tree (Boosting) 

 

Final accuracy is 98.28%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 
 



©Daffodil International University  38 

 

4.4.4 Analysis Results of Boosting Classifiers (Boosting) 

 

 

Fig. 7. Experimental Results of Boosting Classifiers 

 

4.4.5 LR ROC Curve Result (Boosting) 

 

Accuracy Precision Recall F1 Score

LR 92.34 94 91.25 92.37

SVM 97.19 98.23 96.25 97.13

NB 68.44 64.38 89.69 74.46

DT 98.44 98.78 98.13 98.42

ET 98.28 97.95 98.75 98.31
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4.4.6 SVM ROC Curve Result (Boosting) 

 

4.4.7 Naïve Bayes ROC Curve Result (Boosting) 

 

4.4.8 Decision Tree ROC Curve Result (Boosting) 

 

 

4.4.9 Extra Tree ROC Curve Result (Boosting) 
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4.4.10 ROC Curve Analysis of Boosting Classifiers 

 

 

Fig. 8. ROC Curve Analysis of Boosting Classifiers 

 

However, according to the overall performances, our proposed model is Decision Tree (DT) that 

has provided the best accuracy of 98.44% after using boosting. DT is the lowest time-consuming 

classifier as well. 
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CHAPTER 5 

Conclusion & Future Work 

 

5.1 Conclusion 

Medical data classification is supposed as amongst the most challenging tasks in medical 

informatics. Yet it is one of the most venerable works in the research field. Consequently, various 

methods have been proposed by others. Still there exists several scopes of improvement. Hence, 

we exhibited a correlative analysis for the diabetes dataset of the performance measures for various 

traditional, bagging, and boosting classification algorithms with 10-fold cross-validation where 

different pre-processing methods are used first. The performances of the models are obtained better 

than existing models because of assigning the best parameters by hyperparameter tuning. We have 

thoroughly examined the dataset. As a consequence, several performances have been observed 

using different algorithms. According to them, we have proposed the DT classifier for this dataset. 

Overall, the exploration gets better results as compared to the existing methods done by others 

because we have also compared according to the performance evaluation measures where it is also 

noticeable that, the other researchers haven’t analyzed such a number of measures that we have.  

 

5.2 Future Work 
 

We can compile our experiment by adding new algorithms as well as using other datasets as our 

future work. Trying the different way of pre-processing techniques as well as using deep learning 

techniques should be our future target tasks as well. 

We will make a website; on that website we will add our best algorithms to detect early stage of 

diabetes. It will be more user friendly so that anyone can use that website, so that they could predict 

diabetes.  

 

5.3 Challenges 

We looked very carefully so that theres no missing data. We used traditional algorithms but the 

result didn’t come so good. We study a lot how to get the best result. Then we have figured it out 

then we apply hyperparameter tuning and use bagging & boosting classifiers. Our future 

challenges are to make the website using our source algorithms to find the best result.  
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