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ABSTRACT 

 

Bangladesh is an agricultural country, and it is the backbone of our nation. Agriculture 

employs over half of Bangladesh's people, and crops occupy more than 70% of the 

country's territory. More than 12 percent of revenue comes from the agriculture sector. But 

our lands are limited, and our population is growing day by day. That's why we need more 

food and increase the demand for crops continuously. So, it is a huge challenge to increase 

crop production. But our farmers face different types of problems during cultivation. They 

cannot justify which crop should be cultivated. Because of this, they did not get the 

expected yield. We know that machine learning plays a vital role in agricultural prediction. 

Crop prediction is a complex process. A massive amount of data is needed, like 

temperature, humidity, precipitation, wind speed, dew etc. In this system, we applied 

different types of machine learning algorithms and checked which algorithm gives us better 

accuracy. We get Random Forest gives us the best accuracy. So, we applied it to our 

dataset. We collect weather data from NASA Power Access Viewer. And crop data from 

different sources. Then we apply training and testing to this dataset. We took 80% data for 

training and 20% for testing. We get 91% accuracy from the Random Forest algorithm, 

which will help the farmer to decide which crop should be cultivated. It will increase crop 

production. It Removes hunger and poverty from our country. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Since independence, Bangladesh's agriculture has grown at a phenomenal rate. This is true 

in terms of both yield and output growth in the cereal industry. Bangladesh's food output 

has kept up with the country's population increase. Despite continued population 

expansion, the government has achieved aggregate food self-sufficiency and improved 

calorie availability. Access to food has been enhanced on average.  

In the Global Food Security Index, Bangladesh was rated 83rd out of 113 nations in 2019. 

Bangladesh has the lowest ranking of all the South Asian countries. Bangladesh's results 

in terms of food affordability and availability have been good on a more disaggregated 

level. To ensure food security, we have to increase production. For this, we should use 

smart agriculture system. 

We know that our soil is very fertile for cultivation. We can easily grow any crop. This is 

blessing for us. If we properly utilize our land then we can ensure our food security. For 

this we have to digitalize our agricultural system. Most of our farmer face problems in 

selecting crop. If they cultivate right crop in right time, we get much better output than 

before. If we use digital technology on this, we can easily predict that which crop should 

be cultivate in which area in a particular time.  

If the agronomist knows the accurate information about the crop it increases the production 

and minimizes the loss. In this project we make a system which will predict which crop is 

suitable for particular location. 
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1.2 Motivation 

Bangladesh is an agricultural county. Most of our people are connected with agriculture. 

They do agriculture for their living. But most of the farmers are illiterate and poor. They 

don't know about the right way of cultivation. They follow the ancient path. Because of 

that, they didn't get the expected output. They face a huge loss every year because of this. 

We know that most of our farmers borrow money for cultivation. If they cannot get the 

proper output, they have to suffer the most. Because of it, sometimes they commit suicide. 

Bangladesh is the largest delta island in the world. There is the Bay of Bengal in the south 

part of our country. Being coastal, we face many natural disasters every year. Every we 

face floods, cyclones, tidal waves, and drought. Because of all of these, our farmers have 

to face considerable losses every year. 

As our farmers are illiterate, they cannot select the right time of cultivation. We know that 

if we don't cultivate properly, we cannot get the best production. Also, if we don't produce 

in proper time, there will be a huge chance of damage for a natural disaster. Every year we 

see that happen, and our farmers suffer. 

Bangladesh is an overpopulated county. But our land is limited. So, if we want to ensure 

food security for our growing population, we have to increase crop production. It is not 

possible if we don't adopt an intelligent agricultural system. So that's why we decided to 

make this crop localization system. 

 

1.3 Objective 

Most of the people in Bangladesh are involved in agricultural work. This agriculture sector 

provides us the largest part of food supplies and gives us many ecosystem services. The 

agricultural process is a complex interconnected matrix of soil, plants, animal equipment, 

power, labor, capital, and other inputs that is managed in part by farm families and 
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impacted by a variety of political, economic, institutional, and social influences at several 

levels. The main objective of our project is: 

 

➢ If we complete this project, we can increase the yield of the crop. 

➢ It will help our farmers to select the right crop. 

➢ This system will be a substitute for traditional farming methods. 

➢ It removes poverty from our society. 

➢ It will increase our food security. 

➢ It will increase our GDP. 

 

1.4 Expected Outcome 

We have worked on weather and some crop data in three areas in this project. Based on the 

accuracy we have obtained using some algorithms in these data, we can say which of the 

three areas has better climate and which crop yields will be higher. 

 

1.5 Report layout           

This research paper contains the following contents as given below: 

• Chapter one explains the introduction of the research with its motivation Rationale 

of the study, research questions, and expected outcome. 

• Chapter two discusses related works, research summary and challenges. 

• Chapter three contains the workflow of this research, data collection procedure, 

data processing and statistical analysis and feature implementation. 

• Chapter four covers experimental results and some relevant discussions, the 

accuracy model of research via numerically and graphically, algorithm comparison 

and prediction. 

• Chapter five contains a summary of this research work along with the limitation 

and future work. 
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CHAPTER 2 

BACKGROUND 

 

2.1 Related Works & research summary 

Different strategies and methodologies have evolved into an effective crop prediction. A 

lot of references are drawn from different case studies, also it discusses the many crops 

forecast techniques in use. The majority of the concepts deal with crop-producing 

approaches including sensors, support vector machines, and big data. These concepts are 

utilized to anticipate the crop properly. 

In [1] This research focuses on crop prediction and yield computation, With the assistance 

of machine learning algorithms. They work on past Indian Weather data and get best 

accuracy using Random Forest algorithm. Which will help increase the crop production 

rate of that area. 

In [2] this project the estimating crop production using machine learning technique depend 

on location, temperature and season. This project is done with 30 districts of India. They 

get about 98% accuracy. It gives details by mentioning whether or not the crop is lucrative. 

Which will help the farmer to choose right crop. 

In This [3] project work on downfall, ground wetness, temperate environmental pressure 

to predict which crop will be suitable. They use Naïve bayes and Random Forest algorithm. 

In this [4] discovered that Machine Learning algorithms might predict a goal using 

Supervised Learning. The goal of this research is to estimate crop yields using supervised 

learning systems. To get the required outcomes, you'll need to build an appropriate function 

consisting of a set of variables that can transform the input variable into the intended output. 

According to the study, the forecasts might be generated using the Random Forest ML 

approach, which promises to produce the best accurate crop forecast with the lowest 

number of models. 
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In [5] To anticipate crop yield, they have used Regression analysis like a speculate 

modeling approach. They made a system so that farmers yield better and get more profit. 

Here they applied different machine learning algorithms on a specific area, average 

temperature and area. According to find, they speculate which crop will produce more. 

In. [6] They found when a dataset with more characteristics is utilized, the accuracy rate 

improves. Compared to other algorithms such as Decision tree and Linear regression, they 

find Random Forest is better, and they apply it for speculation. This dataset has a large 

number of variables which allows for many precise predictions. 

In This [7] work assists agronomists in determining which crop to produce in a specific 

location at a particular time and determining is economical or non-economical. It goes into 

great depth on whether or not the crop is economical. Consequently, this technology helps 

agronomists make better decisions and saves them time. 

In [8] The research offered multiple machine learning techniques for forecasting crop 

production, On the basis of temperature, rainfall, season, and area. They did an experiment 

on their dataset and found that a Random Forest Algorithm is the best for predicting crop 

yield. It will help agronomists for getting much production. 

 

 

2.2 Challenges  
 

Our first hurdle was collecting weather data. But I have faced even bigger problems in 

collecting crop data and working on some crop data. Then we had another hurdle in 

determining which algorithms to use in these data. We needed a lot of resources to work 

which we had to face a lot of problems to find. We had to get the job done with very little 

resources.  
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CHAPTER 3 

RESEARCH AND METHODOLOGY 

 

3.1 Introduction 

This chapter contains all of our research's theoretical data. Anyone who reads our thesis 

will have a clear idea of what we believe. We quickly gathered some vital facts to make it 

roomier to comprehend. Data is critical when it comes to learning machine learning or data 

mining. So, let's take a quick look at the data collecting process. Statistical analysis also 

includes computations and visualizations of all data sets to provide a more logical 

explanation. We will present a detailed picture of our crop prediction approach in the 

context of Workflow. Apart from that, this chapter concludes by interpreting the 

implementation requirements in detail. 

3.2 Data Collection 

We need weather and crop data for crop localization. Through which we can determine 

which crop is better in which place. That's why we took weather data from NASA Power 

Access Viewer and collected data on certain crops from different sources. We have 

collected data from three areas for this work. We have collected a total of 12,000 weather 

data and data of 5 crops from different sources for the last 10 years in each area. We 

collected our data based on the following factors: 

▪ Precipitation 

▪ Relative Humidity 

▪ Dew 

▪ Wind Speed 

▪ Minimum Temperature 

▪ Maximum Temperature 

▪ Temperature  
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3.3 Research Subject and Instrumentation 

Machine Learning is the greatest technology for providing a more effective actual solution 

of agricultural productivity. To selecting an algorithm for use, first we applied different 

machine learning algorithm and compare which one will fit and give us best result on our 

dataset. We used Decision Tree, K-Nearest Neighbor, Naïve Bayes, Support Vector 

Machine and Random Forest algorithm. We used python as programming language. We 

also used Pandas, Seaborn, NumPy and Matplotlib. We used Google Collaboratory and 

Microsoft Excel as research tool. 

3.4 Proposed Methodology 

 

Figure 3.1: Proposed Methodology 
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3.5 Data Preprocessing    

The method we used to convert the raw data into clean data is called data preprocessing. 

We know that real-world data have a lot of noise, missing value, null value, unorganized 

format. We can’t use it directly into the machine learning model. That’s why we need to 

preprocess data so that we can used it on machine learning. So, this clean data accepted by 

machine learning and give us better accuracy and efficiency. So, we replaced missing value 

from our dataset. We removed all the null values and made it understandable. 

 

Figure 3.2: Data Preprocessing.  
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3.6 Statistical Analysis    

CROP DATA 

  

Figure 3.3: Pie chart of Crop Data. 

PRECIPITATION 

 

Figure 3.4: Scatter Plot of Precipitation. 
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DEW 

 

Figure 3.5: Scatter Plot of Dew 

HUMIDITY 

 

Figure 3.6: Scatter Plot of Humidity. 
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WIND SPEED 

  

Figure 3.7: Scatter Plot of Wind Speed. 

TEMPERATURE 

 

Figure 3.8: Dist Plot of Temperature. 
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3.7 Implementation Requirements 

After collecting all the data and analyzing it theoretically, some tools are needed to get the 

job done. Which helps in crop localization through the algorithms used for our work. We 

will need some tools for this unique research work. Here are some of the tools we need: 

Hardware/Software Requirements:  

➢ Operating System (Windows 8.1)  

➢ Hard Disk (128 GB)  

➢ Ram (2 GB) s 

➢ Anaconda Navigator / Google Colab 

➢ Microsoft Excel  
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CHAPTER 4 

 

EXPERIMENTAL RESULTS AND DISCUSSION 

 

4.1 Introduction 

In Chapter 3, we discuss the dataset and data processing process. After this data processing, 

we apply some machine learning algorithms in this dataset, and the result of that algorithm 

is discussed in this chapter. We used Decision Tree, K-Nearest Neighbor, Naïve Bayes, 

Support Vector Machine and Random Forest algorithm. We found the accuracy of the 

dataset for analysis to see which algorithm is better for this dataset. We discuss this analysis 

in the sector and give details of the work. 

 

4.2 Experimental Results & Analysis 
 

We have divided our dataset into three district-based sections. We used different algorithms 

on the weather and crop data of the three districts and compared the accuracy of the 

algorithms. Now the results of that experiment have been analyzed based on accuracy.  

We divided the dataset into training set and testing set. We divided the dataset into ratio, 

• Training set 60% and testing set 40% 

•  Training set 80% and testing set 20% 

4.3 Accuracy model 

We will demonstrate the confusion matrix for our model for the classifier (KNN, SVM, 

Decision tree, Random Forest, Naïve Bayes) that we apply in our study in this part. The 

confusion matrix is a table used to describe the performance of a classification model or 

Classifier. 
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➢ KNN Classifier 

K-Nearest Neighbor is most widely used supervised machine learning algorithm. 

At first, it takes the number of k. then its calculated k numbers of neighbors by 

using Euclidean distance. It selects the nearest neighbor of k based on Euclidean 

distance. From this k nearest neighbor, it counts the number of data points of every 

category. After that, it assigns the new data point to the category for which the 

neighbor is maximum. 

Dataset of Cumilla: 

• For 80% training data and 20% testing data. 

Table 4.1: Confusion Matrix of 80% training data for KNN classifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Accuracy of KNN classifier of 80% training set = 84.00% 

 

 

 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

370 

 

0 

 

0 

 

3 

 

0 

 

Tomato 

 

1 

 

93 

 

4 

 

14 

 

0 

 

Potato 

 

0 

 

5 

 

100 

 

1 

 

5 

 

Pumpkin 

 

71 

 

18 

 

0 

 

76 

 

0 

 

Brinjal 

 

0 

 

1 

 

8 

 

0 

 

58 
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Table 4.2: Testing data of (20%) accuracy for KNN classifier 

Crop Name Precision Recall f1-score 

Rice 84 99 91.00 

Tomato 79 83 81.00 

Potato 89 90 90.00 

Pumpkin 81 46 59.00 

Brinjal 92 87 89.00 

Total/Average 85 81 82.00 

 

• For 60% training data and 40% testing data. 

Table 4.3: Confusion Matrix of 60% training data for KNN classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

690 

 

0 

 

0 

 

12 

 

0 

 

Tomato 

 

5 

 

200 

 

10 

 

29 

 

0 

 

Potato 

 

0 

 

17 

 

200 

 

1 

 

13 

 

Pumpkin 

 

160 

 

22 

 

0 

 

150 

 

0 

 

Brinjal 

 

0 

 

1 

 

29 

 

0 

 

120 

 

  Accuracy of KNN classifier of 60% training set = 82.00% 
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     Table 4.4: Testing data of (40%) accuracy for KNN classifier 

 

 

 

 

 

 

 

 

 

 

Dataset of Sathkhira: 

• For 80% training data and 20% testing data. 

 Table 4.5: Confusion Matrix of 80% training data for KNN classifier 

 

Accuracy of KNN classifier of 80% training set = 88.00% 

Crop Name Precision Recall f1-score 

Rice 80 98 88.00 

Tomato 83 82 83.00 

Potato 84 86 85.00 

Pumpkin 78 45 57.00 

Brinjal 90 79 84.00 

Total/Average 83 78 79.00 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

430 

 

0 

 

2 

 

0 

 

0 

 

Tomato 

 

0 

 

100 

 

5 

 

9 

 

0 

 

Potato 

 

55 

 

9 

 

60 

 

0 

 

0 

 

Pumpkin 

 

0 

 

11 

 

0 

 

82 

 

0 

 

Brinjal 

 

0 

 

0 

 

0 

 

7 

 

55 
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Table 4.6: Testing data of (20%) accuracy for KNN classifier 

Crop Name Precision Recall f1-score 

Rice 89 100 94.00 

Tomato 84 88 86.00 

Potato 90 48 63.00 

Pumpkin 84 88 86.00 

Brinjal 100 89 94.00 

Total/Average 89 83 85.00 

 

• For 60% training data and 40% testing data. 

Table 4.7: Confusion Matrix of 60% training data for KNN classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

840 

 

0 

 

7 

 

0 

 

0 

 

Tomato 

 

5 

 

200 

 

12 

 

24 

 

0 

 

Potato 

 

100 

 

22 

 

110 

 

0 

 

0 

 

Pumpkin 

 

0 

 

15 

 

0 

 

190 

 

3 

 

Brinjal 

 

0 

 

0 

 

0 

 

16 

 

110 

 

Accuracy of KNN classifier of 60% training set = 88.00% 
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Table 4.8: Testing data of (40%) accuracy for KNN classifier 

Crop Name Precision Recall f1-score 

Rice 89 99 94.00 

Tomato 85 83 84.00 

Potato 85 47 60.00 

Pumpkin 83 91 87.00 

Brinjal 97 87 92.00 

Total/Average 88 82 83.00 

Dataset of Jassore: 

• For 80% training data and 20% testing data. 

Table 4.9: Confusion Matrix of 80% training data for KNN classifier 

 

Accuracy of KNN classifier of 80% training set = 88.00% 

 

Predicted/

True Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

400 

 

0 

 

5 

 

0 

 

0 

 

Tomato 

 

1 

 

100 

 

3 

 

10 

 

0 

 

Potato 

 

    49 

 

5 

 

82 

 

0 

 

0 

 

Pumpkin 

 

0 

 

10 

 

1 

 

75 

 

4 

 

Brinjal 

 

0 

 

0 

 

0 

 

11 

 

68 
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Table 4.10: Testing data of (20%) accuracy for KNN classifier 

Crop Name Precision Recall f1-score 

Rice 89 99 94.00 

Tomato 88 88 88.00 

Potato 90 60 72.00 

Pumpkin 78 83 81.00 

Brinjal 94 86 90.00 

Total/Average 88 83 85.00 

• For 60% training data and 40% testing data. 

Table 4.11: Confusion Matrix of 60% training data for KNN classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

770 

 

0 

 

15 

 

0 

 

0 

 

Tomato 

 

5 

 

200 

 

16 

 

12 

 

0 

 

Potato 

 

120 

 

13 

 

140 

 

0 

 

0 

 

Pumpkin 

 

0 

 

19 

 

1 

 

170 

 

13 

 

Brinjal 

 

0 

 

0 

 

0 

 

34 

 

130 

 

Accuracy of KNN classifier of 60% training set = 85.00% 
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Table 4.12: Testing data of (40%) accuracy for KNN classifier 

Crop Name Precision Recall f1-score 

Rice 86 98 92.00 

Tomato 86 86 86.00 

Potato 82 52 64.00 

Pumpkin 79 84 81.00 

Brinjal 91 80 85.00 

Total/Average 85 80 82.00 

 

➢ SVM Classifier 

SVM means Support Vector Machine. In supervised machine learning algorithm 

support vector machine is mostly used. In high-dimensional spaces, it works 

efficiently. SVM classifier creates a model that assigns incoming instances to one 

of two categories and making it non probabilistic binary linear classifier. 

 

Dataset of Cumilla: 

• For 80% training data and 20% testing data. 
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Table 4.13: Confusion Matrix of 80% training data for SVM classifier 

 

 

 

 

 

 

 

 

 

 

 

 

Accuracy of SVM classifier of 80% training set = 84.00% 

 

Table 4.14: Testing data of (20%) accuracy for SVM classifier 

Crop Name Precision Recall f1-score 

Rice 85 96 90.00 

Tomato 81 80 81.00 

Potato 89 87 88.00 

Pumpkin 78 59 67.00 

Brinjal 89 88 89.00 

Total/Average 85 82 83.00 

 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

360 

 

0 

 

0 

 

16 

 

0 

 

Tomato 

 

6 

 

90 

 

5 

 

11 

 

0 

 

Potato 

 

2 

 

6 

 

97 

 

0 

 

7 

 

Pumpkin 

 

53 

 

15 

 

0 

 

97 

 

0 

 

Brinjal 

 

1 

 

0 

 

7 

 

0 

 

59 
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• For 60% training data and 40% testing data. 

Table 4.15: Confusion Matrix of 60% training data for SVM classifier 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

670 

 

0 

 

0 

 

32 

 

0 

 

Tomato 

 

11 

 

200 

 

7 

 

31 

 

0 

 

Potato 

 

9 

 

14 

 

190 

 

0 

 

13 

 

Pumpkin 

 

110 

 

17 

 

0 

 

210 

 

0 

 

Brinjal 

 

6 

 

0 

 

24 

 

0 

 

120 

 

Accuracy of SVM classifier of 60% training set = 83.00% 

Table 4.16: Testing data of (40%) accuracy for SVM classifier 

Crop Name Precision Recall f1-score 

Rice 83 95 89.00 

Tomato 86 80 83.00 

Potato 86 84 85.00 

Pumpkin 77 61 68.00 

Brinjal 90 79 84.00 

Total/Average 84 80 82.00 
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Dataset of Sathkhira: 

• For 80% training data and 20% testing data. 

Table 4.17: Confusion Matrix of 80% training data for SVM classifier 

 

Accuracy of SVM classifier of 80% training set = 89.00% 

Table 4.18: Testing data of (20%) accuracy for SVM classifier 

Crop Name Precision Recall f1-score 

Rice 90 97 94.00 

Tomato 91 84 87.00 

Potato 82 67 74.00 

Pumpkin 85 88 87.00 

Brinjal 96 89 92.00 

Total/Average 89 85 87.00 

 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

420 

 

0 

 

12 

 

0 

 

0 

 

Tomato 

 

5 

 

100 

 

6 

 

8 

 

0 

 

Potato 

 

35 

 

6 

 

83 

 

0 

 

0 

 

Pumpkin 

 

5 

 

4 

 

0 

 

82 

 

2 

 

Brinjal 

 

1 

 

0 

 

0 

 

6 

 

55 



©Daffodil International University                                                                                    24  

 

 

• For 60% training data and 40% testing data. 

Table 4.19: Confusion Matrix of 60% training data for SVM classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

830 

 

0 

 

19 

 

0 

 

0 

 

Tomato 

 

      17 

 

200 

 

13 

 

13 

 

0 

 

Potato 

 

61 

 

13 

 

160 

 

0 

 

0 

 

Pumpkin 

 

6 

 

10 

 

0 

 

180 

 

7 

 

Brinjal 

 

3 

 

0 

 

0 

 

16 

 

110 

 

Accuracy of SVM classifier of 60% training set = 89.00% 

Table 4.20: Testing data of (40%) accuracy for SVM classifier 

Crop Name Precision Recall f1-score 

Rice 91 98 94.00 

Tomato 90 82 83.00 

Potato 83 69 75.00 

Pumpkin 86 89 88.00 

Brinjal 94 85 89.00 

Total/Average 89 84 86.00 
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             Dataset of Jessore: 

• For 80% training data and 20% testing data. 

Table 4.21: Confusion Matrix of 80% training data for SVM classifier 

 

Accuracy of SVM classifier of 80% training set = 88.00% 

Table 4.22: Testing data of (20%) accuracy for SVM classifier 

Crop Name Precision Recall f1-score 

Rice 90 97 93.00 

Tomato 93 82 87.00 

Potato 84 75 79.00 

Pumpkin 77 87 82.00 

Brinjal 98 82 90.00 

Total/Average 88 84 86.00 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

390 

 

0 

 

14 

 

0 

 

0 

 

Tomato 

 

5 

 

99 

 

5 

 

12 

 

0 

 

Potato 

 

32 

 

2 

 

100 

 

0 

 

0 

 

Pumpkin 

 

5 

 

6 

 

0 

 

78 

 

1 

 

Brinjal 

 

3 

 

0 

 

0 

 

11 

 

65 
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• For 60% training data and 40% testing data. 

Table 4.23: Confusion Matrix of 60% training data for SVM classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

760 

 

0 

 

28 

 

0 

 

0 

 

Tomato 

 

13 

 

200 

 

17 

 

12 

 

0 

 

Potato 

 

87 

 

9 

 

180 

 

0 

 

0 

 

Pumpkin 

 

9 

 

13 

 

0 

 

170 

 

13 

 

Brinjal 

 

4 

 

0 

 

0 

 

24 

 

140 

 

Accuracy of SVM classifier of 60% training set = 86.00% 

Table 4.24: Testing data of (40%) accuracy for SVM classifier 

Crop Name Precision Recall f1-score 

Rice 87 96 91.00 

Tomato 90 82 86.00 

Potato 80 65 71.00 

Pumpkin 82 83 83.00 

Brinjal 92 83 87.00 

Total/Average 86 82 84.00 
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➢ Decision Tree Classifier 

Decision Tree Classifier is a tree based supervised algorithm which is used for both 

classification and regression. It is best for classification problems First of all, this 

algorithm chose a target attribute. Then it calculates the information gain of that 

target attribute. After that, it computes the entropy of other attributes using the 

formula of entropy. Subtract entropy from the information gain of each attribute to 

find out the gain. The value of entropy maintains zero to one. If the value is zero, it 

will we leaf node, and if the value is one, then basically says that it is completely 

subset. 

Dataset of Cumilla: 

• For 80% training data and 20% testing data. 

Table 4.25: Confusion Matrix of 80% training data for Decision Tree Classifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Accuracy of Decision Tree Classifier of 80% training set = 85.00% 

 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

360 

 

0 

 

0 

 

21 

 

0 

 

Tomato 

 

0 

 

100 

 

2 

 

9 

 

0 

 

Potato 

 

0 

 

4 

 

100 

 

0 

 

6 

 

Pumpkin 

 

43 

 

21 

 

0 

 

100 

 

0 

 

Brinjal 

 

0 

 

0 

 

15 

 

0 

 

52 
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Table 4.26: Testing data of (20%) accuracy for Decision Tree Classifier 

Crop Name Precision Recall f1-score 

Rice 89 94 92.00 

Tomato 80 90 85.00 

Potato 86 91 88.00 

Pumpkin 77 61 68.00 

Brinjal 90 78 83.00 

Total/Average 84 83 83.00 

 

• For 60% training data and 40% testing data. 

Table 4.27: Confusion Matrix of 60% training data for Decision Tree classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

690 

 

0 

 

0 

 

14 

 

0 

 

Tomato 

 

0 

 

220 

 

8 

 

21 

 

0 

 

Potato 

 

0 

 

11 

 

210 

 

0 

 

6 

 

Pumpkin 

 

120 

 

35 

 

0 

 

180 

 

0 

 

Brinjal 

 

0 

 

0 

 

34 

 

0 

 

110 

 

   Accuracy of Decision Tree classifier of 60% training set = 85.00% 
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Table 4.28: Testing data of (40%) accuracy for Decision Tree classifier 

Crop Name Precision Recall f1-score 

Rice 85 98 91.00 

Tomato 82 88 85.00 

Potato 83 93 88.00 

Pumpkin 84 53 65.00 

Brinjal 95 77 85.00 

Total/Average 86 82 83.00 
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Dataset of Satkhira: 

• For 80% training data and 20% testing data. 

Table 4.29: Confusion Matrix of 80% training data for Decision Tree classifier 

 

Accuracy of Decision Tree classifier of 80% training set = 94.00% 

Table 4.30: Testing data of (20%) accuracy for Decision Tree classifier 

Crop Name Precision Recall f1-score 

Rice 97 96 96.00 

Tomato 94 96        95.00 

Potato 84 86 85.00 

Pumpkin 91 96 93.00 

Brinjal 100 89 94.00 

Total/Average 93 93 93.00 

 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

420 

 

0 

 

17 

 

0 

 

0 

 

Tomato 

 

0 

 

110 

 

3 

 

2 

 

0 

 

Potato 

 

14 

 

3 

 

110 

 

0 

 

0 

 

Pumpkin 

 

0 

 

4 

 

0 

 

89 

 

0 

 

Brinjal 

 

0 

 

0 

 

0 

 

7 

 

55 
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• For 60% training data and 40% testing data. 

Table 4.31: Confusion Matrix of 60% training data for Decision Tree classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

820 

 

0 

 

35 

 

0 

 

0 

 

Tomato 

 

0 

 

230 

 

10 

 

6 

 

0 

 

Potato 

 

20 

 

8 

 

210 

 

0 

 

0 

 

Pumpkin 

 

0 

 

5 

 

0 

 

190 

 

15 

 

Brinjal 

 

0 

 

0 

 

0 

 

13 

 

110 

 

Accuracy of Decision Tree classifier of 60% training set = 93.00% 

Table 4.32: Testing data of (40%) accuracy for Decision Tree classifier 

Crop Name Precision Recall f1-score 

Rice 98 96 97.00 

Tomato 95 93 94.00 

Potato 82 88 85.00 

Pumpkin 91           90 91.00 

Brinjal 88 90 89.00 

Total/Average 91 91 91.00 
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           Dataset of Jessore: 

• For 80% training data and 20% testing data. 

Table 4.33: Confusion Matrix of 80% training data for Decision Tree classifier 

 

Accuracy of Decision Tree classifier of 80% training set = 91.00% 

Table 4.34: Testing data of (20%) accuracy for Decision Tree classifier 

Crop Name Precision Recall f1-score 

Rice 97 92 95.00 

Tomato 87 99 93.00 

Potato 79 89 83.00 

Pumpkin 86 86 86.00 

Brinjal 100 84 91.00 

Total/Average 90 90 89.00 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

370 

 

0 

 

32 

 

0 

 

0 

 

Tomato 

 

0 

 

120 

 

1 

 

0 

 

0 

 

Potato 

 

10 

 

5 

 

120 

 

0 

 

0 

 

Pumpkin 

 

0 

 

13 

 

0 

 

77 

 

0 

 

Brinjal 

 

0 

 

0 

 

0 

 

13 

 

66 
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• For 60% training data and 40% testing data. 

Table 4.35: Confusion Matrix of 60% training data for Decision Tree classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

760 

 

0 

 

25 

 

0 

 

0 

 

Tomato 

 

0 

 

220 

 

12 

 

6 

 

0 

 

Potato 

 

62 

 

7 

 

200 

 

0 

 

0 

 

Pumpkin 

 

0 

 

16 

 

0 

 

180 

 

6 

 

Brinjal 

 

0 

 

0 

 

0 

 

29 

 

140 

 

Accuracy of Decision Tree classifier of 60% training set = 90.00% 

Table 4.36: Testing data of (40%) accuracy for Decision Tree classifier 

Crop Name Precision Recall f1-score 

Rice 92 97 95.00 

Tomato 91 92        91.00 

Potato 85 75 79.00 

Pumpkin 84 89 86.00 

Brinjal 96 83 89.00 

Total/Average 89 87 88.00 
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➢ Naïve Bayes Classifier 

For implementing analysis, Naive Bayes is a primary but surprisingly strong 

method. It is divided into two parts: Knave and bias. No Naive based model is 

simple to construct and is very beneficial when dealing with significant amounts of 

data. 

 

Dataset of Cumilla: 

• For 80% training data and 20% testing data. 

Table 4.37: Confusion Matrix of 80% training data for Naïve Bayes classifier 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Accuracy of Naive Bayes classifier of 80% training set = 82.00% 

 

 

 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

350 

 

0 

 

0 

 

23 

 

0 

 

Tomato 

 

0 

 

92 

 

12 

 

8 

 

0 

 

Potato 

 

0 

 

1 

 

110 

 

0 

 

5 

 

Pumpkin 

 

64 

 

24 

 

0 

 

77 

 

0 

 

Brinjal 

 

0 

 

0 

 

11 

 

0 

 

56 
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Table 4.38: Testing data of (20%) accuracy for Naive Bayes classifier 

Crop Name Precision Recall f1-score 

Rice 85 94 89.00 

Tomato 79 82 80.00 

Potato 82 95 88.00 

Pumpkin 71 47 56.00 

Brinjal 92 84 88.00 

Total/Average 82 80 80.00 

 

• For 60% training data and 40% testing data. 

Table 4.39: Confusion Matrix of 60% training data for Naive Bayes classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

670 

 

0 

 

0 

 

38 

 

0 

 

Tomato 

 

0 

 

190 

 

29 

 

23 

 

0 

 

Potato 

 

0 

 

3 

 

210 

 

0 

 

13 

 

Pumpkin 

 

130 

 

43 

 

0 

 

170 

 

0 

 

Brinjal 

 

0 

 

0 

 

24 

 

0 

 

120 
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   Accuracy of Naive Bayes classifier of 60% training set = 82.00% 

 

Table 4.40: Testing data of (40%) accuracy for Naive Bayes classifier 

Crop Name Precision Recall f1-score 

Rice 84 95 89.00 

Tomato 81 79 80.00 

Potato 80 93 86.00 

Pumpkin 73 50 59.00 

Brinjal 90 84 87.00 

Total/Average 82 80 80.00 
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  Dataset of Satkhira: 

• For 80% training data and 20% testing data. 

Table 4.41: Confusion Matrix of 80% training data for Naive Bayes classifier 

 

Accuracy of Naive Bayes classifier of 80% training set = 88.00% 

Table 4.42: Testing data of (20%) accuracy for Naive Bayes classifier 

Crop Name Precision Recall f1-score 

Rice 92 96 94.00 

Tomato 83 86       94.00 

Potato 80 58 67.00 

Pumpkin 82 92 87.00 

Brinjal 95 95 95.00 

Total/Average 86 85 86.00 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

420 

 

0 

 

17 

 

0 

 

0 

 

Tomato 

 

0 

 

100 

 

1 

 

16 

 

0 

 

Potato 

 

35 

 

17 

 

172 

 

0 

 

0 

 

Pumpkin 

 

0 

 

4 

 

0 

 

86 

 

3 

 

Brinjal 

 

0 

 

0 

 

0 

 

3 

 

59 
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• For 60% training data and 40% testing data. 

Table 4.43: Confusion Matrix of 60% training data for Naive Bayes classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

800 

 

0 

 

49 

 

0 

 

0 

 

Tomato 

 

0 

 

200 

 

10 

 

31 

 

0 

 

Potato 

 

54 

 

33 

 

150 

 

0 

 

0 

 

Pumpkin 

 

0 

 

7 

 

0 

 

190 

 

13 

 

Brinjal 

 

0 

 

0 

 

0 

 

9 

 

120 

 

Accuracy of Naive Bayes classifier of 60% training set = 88.00% 

Table 4.44: Testing data of (40%) accuracy for Naive Bayes classifier 

Crop Name Precision Recall f1-score 

Rice 94 94 94.00 

Tomato 84 83 83.00 

Potato 71 63 67.00 

Pumpkin 82 90 86.00 

Brinjal 90 93 91.00 

Total/Average 84 85 84.00 
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           Dataset of Jessore: 

• For 80% training data and 20% testing data. 

Table 4.45: Confusion Matrix of 80% training data for Naive Bayes classifier 

 

Accuracy of Naive Bayes classifier of 80% training set = 87.00% 

Table 4.46: Testing data of (20%) accuracy for Naive Bayes classifier 

Crop Name Precision Recall f1-score 

Rice 90 94 92.00 

Tomato 88 84 86.00 

Potato 77 60 67.00 

Pumpkin 77 90 83.00 

Brinjal 94 91 92.00 

Total/Average 85 84 84.00 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

380 

 

0 

 

23 

 

0 

 

0 

 

Tomato 

 

0 

 

100 

 

2 

 

17 

 

0 

 

Potato 

 

44 

 

10 

 

82 

 

0 

 

0 

 

Pumpkin 

 

0 

 

4 

 

0 

 

81 

 

5 

 

Brinjal 

 

0 

 

0 

 

0 

 

7 

 

72 
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• For 60% training data and 40% testing data. 

Table 4.47: Confusion Matrix of 60% training data for Naive Bayes classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

730 

 

0 

 

50 

 

0 

 

0 

 

Tomato 

 

0 

 

210 

 

8 

 

21 

 

0 

 

Potato 

 

82 

 

24 

 

160 

 

0 

 

0 

 

Pumpkin 

 

0 

 

9 

 

0 

 

180 

 

18 

 

Brinjal 

 

0 

 

0 

 

0 

 

17 

 

150 

 

Accuracy of Naive Bayes classifier of 60% training set = 86.00% 

Table 4.48: Testing data of (40%) accuracy for Naive Bayes classifier 

Crop Name Precision Recall f1-score 

Rice 90 94 92.00 

Tomato 86 88 87.00 

Potato 74 61 67.00 

Pumpkin 82 87 84.00 

Brinjal 89 90 90.00 

Total/Average 84 84 84.00 
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➢ Random Forest Classifier 

Random Forest is a supervised algorithm. Random Forest algorithm combines 

several decision trees. This algorithm is an ensemble classifier-based classification 

algorithm. The dataset will be separated into two sets: training data and testing data. 

The decision tree is built using a larger training dataset. The model will create a 

decision tree using training data and extract the inferior node from the training data 

to generate an excellent model. Each training dataset will yield a decision tree, 

which will be followed by a random forest. The bagging method's basic premise is 

that aggregating mastering output will improve the final outcome. During training, 

the random forest algorithm creates several decision trees. The results of various 

decision trees' predictions will be compiled, and the ultimate output will be the one 

with the most votes. Jupiter notebook is a tool for building trained models with the 

Random Forest Algorithm. 

Dataset of Cumilla: 

• For 80% training data and 20% testing data. 

Table 4.49: Confusion Matrix of 80% training data for Random Forest classifier 

 

 

 

 

 

 

 

 

 

 

 

 

          Accuracy of Random Forest classifier of 80% training set = 87.00% 

Predicted/

True Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

350 

 

0 

 

0 

 

22 

 

0 

 

Tomato 

 

0 

 

100 

 

2 

 

10 

 

0 

 

Potato 

 

0 

 

4 

 

100 

 

0 

 

5 

 

Pumpkin 

 

42 

 

16 

 

0 

 

110 

 

0 

 

Brinjal 

 

0 

 

0 

 

11 

 

0 

 

56 
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Table 4.50: Testing data of (20%) accuracy for Random Forest classifier 

Crop Name Precision Recall f1-score 

Rice 89 94 92.00 

Tomato 82 89 86.00 

Potato 89 92 90.00 

Pumpkin 77 65 70.00 

Brinjal 92 84 88.00 

Total/Average 86 85 85.00 

 

• For 60% training data and 40% testing data. 

Table 4.51: Confusion Matrix of 60% training data for Random Forest classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

660 

 

0 

 

0 

 

41 

 

0 

 

Tomato 

 

0 

 

210 

 

6 

 

25 

 

0 

 

Potato 

 

0 

 

12 

 

200 

 

0 

 

17 

 

Pumpkin 

 

88 

 

23 

 

0 

 

230 

 

0 

 

Brinjal 

 

0 

 

0 

 

20 

 

0 

 

130 

 

Accuracy of Random Forest classifier of 60% training set = 86.00% 
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Table 4.52: Testing data of (40%) accuracy for Random Forest classifier 

Crop Name Precision Recall f1-score 

Rice 88 94 91.00 

Tomato 86 87 87.00 

Potato 88 87 88.00 

Pumpkin 78 67 72.00 

Brinjal 88 86 87.00 

Total/Average 86 84 85.00 
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Dataset of Satkhira: 

• For 80% training data and 20% testing data. 

Table 4.53: Confusion Matrix of 80% training data for Random Forest classifier 

 

Accuracy of Random Forest classifier of 80% training set = 94.00% 

Table 4.54: Testing data of (20%) accuracy for Random Forest classifier 

Crop Name Precision Recall f1-score 

Rice 97 96 97.00 

Tomato 94 97 96.00 

Potato 86 85 86.00 

Pumpkin 91 95 93.00 

Brinjal 96 89 92.00 

Total/Average 93 93 93.00 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

420 

 

0 

 

16 

 

0 

 

0 

 

Tomato 

 

0 

 

120 

 

1 

 

2 

 

0 

 

Potato 

 

14 

 

4 

 

110 

 

0 

 

0 

 

Pumpkin 

 

0 

 

3 

 

0 

 

88 

 

2 

 

Brinjal 

 

0 

 

0 

 

0 

 

7 

 

55 
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• For 60% training data and 40% testing data. 

Table 4.55: Confusion Matrix of 60% training data for Random Forest 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

820 

 

0 

 

28 

 

0 

 

0 

 

Tomato 

 

1 

 

230 

 

8 

 

9 

 

0 

 

Potato 

 

29 

 

15 

 

190 

 

0 

 

0 

 

Pumpkin 

 

0 

 

5 

 

0 

 

200 

 

6 

 

Brinjal 

 

0 

 

0 

 

0 

 

13 

 

110 

 

Accuracy of Random Forest classifier of 60% training set = 93.00% 

Table 4.56: Testing data of (40%) accuracy for Random Forest 

Crop Name Precision Recall f1-score 

Rice 96 97 97.00 

Tomato 92 93 92.00 

Potato 84 81 83.00 

Pumpkin 90 95 92.00 

Brinjal 95 90 92.00 

Total/Average 91 91 91.00 
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          Dataset of Jessore: 

• For 80% training data and 20% testing data. 

Table 4.57: Confusion Matrix of 80% training data for Random Forest classifier 

 

Accuracy of Random Forest classifier of 80% training set = 92.00% 

Table 4.58: Testing data of (20%) accuracy for Random Forest classifier 

Crop Name Precision Recall f1-score 

Rice 95 96 95.00 

Tomato 93 92 92.00 

Potato 86 84 85.00 

Pumpkin 79 90 84.00 

Brinjal 97 85 91.00 

Total/Average 90 89 90.00 

Predicted/

True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

390 

 

0 

 

17 

 

0 

 

0 

 

Tomato 

 

0 

 

110 

 

1 

 

9 

 

0 

 

Potato 

 

20 

 

2 

 

110 

 

0 

 

0 

 

Pumpkin 

 

0 

 

7 

 

0 

 

81 

 

2 

 

Brinjal 

 

0 

 

0 

 

0 

 

12 

 

67 
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• For 60% training data and 40% testing data. 

Table 4.59: Confusion Matrix of 60% training data for Random Forest classifier 

Predicted

/True 

Class 

 

Rice 

 

Tomato 

 

Potato 

 

Pumpkin 

 

Brinjal 

 

Rice 

 

750 

 

1 

 

36 

 

0 

 

0 

 

Tomato 

 

0 

 

220 

 

8 

 

7 

 

0 

 

Potato 

 

38 

 

11 

 

220 

 

0 

 

0 

 

Pumpkin 

 

0 

 

15 

 

0 

 

180 

 

10 

 

Brinjal 

 

0 

 

0 

 

0 

 

26 

 

140 

                        Accuracy of Random Forest classifier of 60% training set = 91.00% 

Table 4.60: Testing data of (40%) accuracy for Random Forest classifier 

Crop Name Precision Recall f1-score 

Rice 95 95 95.00 

Tomato 89 94 91.00 

Potato 83 82 83.00 

Pumpkin 84 88 86.00 

Brinjal 93 85 89.00 

Total/Average 89 89 89.00 
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4.4 Compare Algorithm 

▪ Cumilla 

 
Figure 4.1: Accuracy of 80% training data (Cumilla) 

 

Figure 4.2: Accuracy of 60% training data (Cumilla) 
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▪ Satkhira 

Figure 4.3: Accuracy of 80% training data (Satkhira) 

 

Figure 4.4: Accuracy of 60% training data (Satkhira) 
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▪ Jessore 

Figure 4.5: Accuracy of 80% training data (Jessore)

 
Figure 4.6: Accuracy of 60% training data (Jessore) 
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4.5 Descriptive Analysis 

We split our dataset into two types of ratios. First, we take 80% training data and 20% 

testing data then apply 5 algorithms. Again, we divided the ratio into 60% training and 

40% testing. So that we compare the accuracy ratio. 

Here we can see that the difference is less than 2%. In every dataset, we can see that 

Random Forest is giving us better accuracy. So, we used Random Forest algorithm for 

prediction. 

4.6 Prediction 

In this section we discuss about the prediction. After using algorithm, we find that Random 

Forest algorithm is the best for this dataset. If we give the data Precipitation, Humidity, 

Dew, Wind speed and Temperature then it will give the results which crop is suitable for 

this weather. 

 

Figure 4.7: Crop prediction 

We select five crops for this work. Those are- 

• Rice means 1 

• Tomato means 2 

• Potato means 3 

• Pumpkin means 4 

• Brinjal means 5 

So, we can see that above figure Brinjal is the suitable crop for this weather. 
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CHAPTER 5 

IMPLECATION FOR FUTURE RESEARCH 

& 

CONCLUSION 

 

5.1 Discussion and Conclusion 

In the Machine learning technique, temperature, season and location are the prime subject 

matters for approximate Crop production. It can be used to decide which crop is suitable 

for a particular district's temperature, nature and climate. The process of getting the forecast 

right can be improved by including more characteristics in the dataset. The random forest 

method is a more helpful prediction than others algorithms. Here we took five crops like 

rice, tomato, pumpkin, brinjal and potato. Then we apply random forest algorithms to our 

dataset and get results on which crop is best for that area. Our dataset has a lot of variables 

from which we can understand that accurate prediction is possible. At the same time, by 

this initiative, farmers will be able to reduce their losses. On the other hand, their 

production will be increased. This technique assists in selecting the finest crop for the 

upcoming season and aids in bridging the technical and agricultural differences. 

Agronomists would produce their expected crops through this technique. 

5.2 Limitations 

The digital agriculture system has a lot of benefits. It’s making farmer life more 

manageable and increase crop production. But it has some limitations also. In this project, 

we work with only three district data. We should take all sixty-four districts’ data for better 

result. Beside this we took only five crops. If we take more crop, we can make it better 

project. Also, we don’t make any Website or Application right now that’s why we only can 

predict using data.   
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5.3 Scope for Further Developments 

❖ We took only five crops. In future we will work with more crop. 

❖ For better accuracy we will take more data. 

❖ In future we will work with more algorithms. 

❖ We will make an android application so that people can easily use it. 
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