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ABSTRACT 

 

What is the space between the countries of the countries from south to north, east to west of the world? If 

you get the answer to this query from a modern point of view, you will see that there is no distance at all. 

Right now, somebody is receiving all kinds of news reports from around the world in just a few seconds. 

And it has only happened because of the visual media. Online news sites indeed publish news live, but it is 

disappointing that users do not like all kinds of news published on the news site. At the time, there was a 

need for a platform that could easily identify user preferences in the news and publish only according to 

their priority. Dividing stories by user choice requires researching news text. A lot has been done in English 

news at the moment but there are very limited functions in Bangla news. Because of this, even though 

Bangla is one of the world's eight most frequently spoken languages, we should continue our investigation. 

We're using Bangla news articles pulled from a database for our study. From furtherance of storytelling, 

we are trying to implement all kinds of text-separating processes using the Linear SVM and Random Forest 

Reading Machines. Finally, we create an interface to capture news stories and show the category of those 

stories. 
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CHAPTER 1 

INTRODUCTIO

N 

1.1 Introduction 

 
The emotional analysis is a field of study to analyze the views of people, feelings, and emotions of various 

sources such as developments, organizations, benefits, events, colonial issues. When we know what individuals 

enjoy and hate, we may better understand what we can do to improve. Any kind of user feedback, whether it 

comes from social networks, websites, or contact center employees, is a goldmine of information. It's not enough 

to understand what other people are saying, though. We need to know what they're thinking. These sensations 

can be obtained through an emotional analysis. Taking apart and comparing ideas stated in a piece of writing, 

especially in order to evaluate if a person's standing in connection to a certain topic, product, etc. is a type of 

analysis. We are good, not bad, or we are neutral. While mechanical power cannot give a logical split of 

emotions, mathematical analysis can provide a thorough grasp of natural language. 

Cricket is a religion in our nation. In other words, their perspectives on this game are very different. As in world 

of cricket, there is a constant exchange of ideas and opinions. As a result, we've had a lot of fun exploring the 

thoughts and sentiments of actual cricket fans in this area. All in all, our data is structured in Bengali emotions 

since individuals express their feelings about cricket with their own language. However, the absence of Bengali 

Language Processing tools makes it difficult to operate in the Bengali language. 

Cricket is an emotion in our nation. As a result, they had quite varied opinions on the game in general. Cricketers 

frequently display a wide range of emotions during the course of a match in a variety of ways. We had a lot of 

fun analyzing the sentiments of genuine cricket fans throughout this period. Overall, our data is grouped in 

Bengali sentiments as people who express their sentiments on cricket in their local tongues, which is a strength 

of our study. However, the paucity of resources for Bengali Language Processing makes working in Bengali a 

problem. 

1.2 Objectives: 

 
 To investigate the process of classifying or categorizing Bangla news using a classifier algorithm. 

 To design a platform capable of classifying provided Bangla news. 

 To visualize some analytical analysis of Bangla News classification classified by classifier algorithms. 

 
 

1.3 Motivation 
 

We see that the news portals publish all sorts of news. That means all absolute news is being published in 



@Daffodil International University                                                                                                                  2  

these news portals. But all people do not prefer all sorts of news. Some people prefer to read sports news 

most than political news. Some people like to read political news than other news. Some people like to read 

enjoyment news. It depends on one’s choice. But sometimes, it has become so much boring to see the news 

that is not preferred by the user. The news portal becomes the most efficient if it shows the news according 

to the specific user’s choice. But, for this, the first task is to identify the news variety. We find lots of tasks 

in the news category in English. But there is very poor work on Bangla. If Bangla news classification gets 

some research works on it, it can be used in many real-life applications. 

Cricket is an emotion in our nation. As a result, they had various feelings about the game. Cricketers 

frequently display a wide range of emotions during the course of a match in a variety of ways. We had a 

lot of fun analyzing the sentiments of genuine cricket fans throughout this period. When asked in Bengali 

how they felt about cricket, the vast majority of our respondents responded in Bengali emotions. However, 

due to a lack of resources for Bengali Language Processing, working in Bengali proved difficult. Our 

interest in this type of research-based activity was piqued by this. Machine learning and data mining are 

two of the main approaches we use in our work. 

1.4 Rationale of the Study 

 
Natural Language Processing (NLP) is a wide sector in research specially  in English and these approaches 

or the processes are being used in many automated system as well as robotics system. But, Natural 

Language Processing on Bangla is very rare. To develop more automated application or make much more 

efficient of Machine Learning approaches in Bangla, there has no alternative to work with Bangla text. This 

made us to be interested to work with this Bangla Sentiment Analysis on Cricket Comments. In the present 

time, we see that the notepad editors are much more intellectual. These have 
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some features like auto corrections, grammar checking, auto suggestion etc. These features are the outcome 

of the blessing of Natural Language Processing. But these features are mostly seen for English. Such kind 

of features is very rare for Bangla text. These, actually, take us to work with Bangla news as well as Text. 

1.5 Research Question 

 
 Can we have collected row data of Bangla News? 

 

 How to pre-process the raw data for the Machine Learning approaches? 

 

 Can Linear SVM Classifier algorithm be use on the pre-processed data? 

 

 Is the Machine Learning technique capable of appropriately detecting or classifying the provided Bangla 

dataset? 

 
1.6 Expected Output 

 

It is expected that this research-based project would result in the creation of an algorithm or a comprehensive 

efficient technique for categorizing provided Bangla news based on the created model of training dataset that 

was developed. 

 

1.7 Report Layout 

 
The report will be followed as follows- 

Chapter 1 provides the summary of this research-based project. Introductory discussion is the key term of this 

first chapter. Apart from, what motivated us to do such a research-based project is explained well in this 

chapter to. The most important part of this chapter is the Rationale of the Study. Then, what are the research 

questions and what is the expected outcome is discussed in the last section of this chapter. 

Chapter 2 summarizes the previous discussion on this report. The extent of this category is shown in the final 

portion of this second chapter. It's time to discuss the barriers or challenges that this study faces.  

For the most part, Chapter 3 is a theoretical exploration of the findings presented in Chapter 2. This chapter 

covers the mathematic methodologies used in this study in order to discuss a portion of the research hypothesis. 

In addition, the Linear SVM machine learning technique is described in detail in this chapter. A complicated 

matrix analysis is provided at the end of this chapter to validate the model and illustrate its precision label. 

Chapter 4 summarizes the findings of the whole study. This chapter includes a few unique photographs to help 

draw attention to the project. 

Chapter 5 is based on the project title conclusion. This chapter is responsible for showing the entire project report 

in line with the recommendation. The chapter concludes with an overview of the potential of our work, which 
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may be the future of others who want to work in this field. 

 

 

CHAPTER 2 

BACKGROUN

D 

2.1 Introduction 

 

This chapter is based on past study in this topic and represents the findings of previous researchers. The 

limitations of these works will also be illustrated in this chapter, which also serves as a good representation 

of the extent of our investigation and the difficulties it presented. 

2.2 Related Works 

 

Some of our work is based on previous research in these fields, and some of it is for our benefit. From [10], 

where they attempted to define additional classes such as coarseness and emotion, in our view has indeed 

been greatly revived. As well as, one of the most impressive activities we've witnessed [18]. Text messages 

are a source of inspiration for them. TF-IDF and SVM segmentation were used to improve class accuracy. 

It's the same approach that we used in our first research effort. As both a text representation model, those 

who applied the Vector Space Model (VSM). Empty Bayes and genteel distinctions have been proposed in 

this paper [9] to differentiate tweets from positive, negative, or neutral behavior. By focusing on a text's 

overall feeling rather than a specific topic, [12] explores the challenge of classifying texts. Upon that 

identification of insults and flames, they carried out their emotional analysis in [8]. Having this in mind, 

we've chosen and taken action on feedback from our Bangladesh Cricket class in our database. Bengali's 

language position on Twitter is being used to assess whether or not Bengali text is large enough. For POS 

Tagging and Support Vector Machine and Maximum Entropy, they have created the Bangla Pos-Tagger 

Package for POS Tagging and experimented with various feature sets. We're excited to continue working 

with POS-Tagger in the future. SentiWordNet can be created in Bengali, Hindi, or Telugu using a variety 

of computer techniques, including those based on WordNet, dictionaries, or other organizational methods 

[2]. And in the report [16], they aimed to automatically remove emotions or bonds using HMM to perform 

POS tagging and SVM editing. And in the paper [16], they used HMM to do POS tagging and SVM editing 

to eliminate emotions or relationships. As well as working [17] to elicit emotions like positive and negative 

movie reviews based on data from 2000. They employed the TF-IDF and the weka tool's Support Vector 

Machine to classify their data. This feature set includes unigrams, bigrams, POS tags of words, and words 
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with function. Mixed Bengali English gold data related to coding and linguistic and a valence tag for 

emotional analysis was developed in paper [14] and described ideas they had to gather and filter raw Twitter 

data. Another recognized the the paper followed [7] where they did the digging of ideas and the expressing 

of sentiments in which they distinguished the unity of the text as the good, the bad, and the neutral. [5] 

completed research on emotional analysis that analyzes the classification of text in an opinion mine. Apart 

from [19], textual data analysis was performed for emotional analysis. [3]In this paper, researchers 

compared the attitudes expressed in English and Bengali literature and drew similar conclusions. We've 

covered a lot of ground when it comes to Bengali linguistics in these volumes. In addition, [11] worked on 

Twitter microblogging data and identified good, negative, and neutral data from the tweets they retrieved. 

They also divided the font size in [6] to focus on café reviews. [13] employed a variety of machine learning 

approaches, including Naive Bayes and Highest Entropy Models, to analyze Twitter micro-blogging. In 

addition, we combed through social media and the website Prothom-Alo to see what the general public 

thinks about Bangladesh cricket. As a result of our research, we've decided to separate our data using TF-

IDF Victimizer and SVM. 

2.3 Research Summary 

 
The above discussion done on various types of research works from different research teams, it is being 

appeared to us that recently, research work on Bangla text is increasing day by day. Some good outcomes 

already prove this statement well. Though, enough resources are not present, but hope is that this field is 

becoming more resourceful each after passing a single day. 

2.4 Challenges 

 
The main challenges of this work are dealing with the datasets. To clean the dataset, we need some efficient 

approaches to perform it but there are not enough recognized approaches to do it. Another challenge of this 

work is not having enough resources regarding this topic. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Introduction 

 

This chapter focuses on the research's forward-looking insights. It'll help you have a better grasp on the idea 

of labor. Research Topic and Instrumentation are specified succinctly initially to make things more obvious. 

When we look at the data acquisition process or machine learning, we see that data are at the core. Because 

of this, this section explains how data is gathered. A description of our project's statistical methodologies 

and a clear picture of the performance requirements round up this chapter. 

3.2 Research Subject and Instrumentation 

 

In other words, a research topic is anything that is being investigated in depth in order to get a deeper 

knowledge of. The analysis subject is responsible for more than just producing a clear performance; they 

must also deliver the correct learning of many inquiry parameters. Instrumentation, on the other hand, refers 

to the tools and equipment that researchers need to carry out their work. 

3.3 Data Collection Procedure 

 
Data is the best and fastest way to conduct research in a certain topic. The essence of machine learning is, 

in fact, the collection of data. And data is the only option available to us in our investigation. As a result, it 

became our most difficult research challenge. Prothom Alo, Bangladesh's most popular Bangla-language 

news site, serves as our primary source of information. Our Bangla news is collected from this site by using 

corpus. We collected almost 4 years news from them. And the news is stored as text document format. 

3.4 Data Pre-Processing 

 

The pre-processed data is critical when working with row data. When data is pre-processed more 

effectively, the end result is more accurate. When it comes to research-based work, this is the first hurdle 

to overcome. There are certain HTML tag names in our table data. Because of this, it must be published in 

print. This was our first response to remove all HTML tag names from the news text. Then, we have to 

maintain some for bathing the excessive space from the document. Then it removes an all-new line to place 

it into a line. That means, after gathering any news file, every line will be treated as a piece of news. Then, 

lastly, for every individual news, this script allocates a number for determining a category. 

Finally, after allocating a specific number for each news, this script produces a tsv file formatted file that 

is tab-separated. This tsv file is, actually, our pre-processed data with its category. Thus, all six actual news 
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are standing allocated a specific number. The six news classification results in six tsv file. Then we use 

another python file named join.py to join all six tsv files into only a tsv file. For this, all six organized news 

tsv files have remained into a file. Then, just has to say the name of the folder, it marge the all files extension 

as tsv into one file. 

3.5 Work Flow of Identifying News Category 

Removing Excluded Word 

We have made a list that contains Bangla words that are actually meaningless with respect to identify a 

news category. We named after those words as Excluded words. We stored our all selected excluded words 

in a txt file named excluded_word_list_out.txt. When the program is being run, at first, remove all of the 

excluded words from our input file. 

 

 

Figure 3.5.1: Show the excluded Bangla word. 

 
Split and Join: 

 
To remove the excluded words from the dataset, firstly, the whole dataset is split. This process spit the 

whole news into words. So, after splitting process, the whole news be the collection of only words. Then, 

every word is checking according to excluded word list. If any word from the dataset is being matched 

with the excluded word list, then, this word is being removed from the dataset. After checking all words 

remaining in the dataset, joining process starts. The joining process is very simple- just join the words 

into each news. 

Features Extraction: 

 
This is the most important aspect of the categorization process for news items. This phase is primarily 

responsible for determining how the classification process will proceed. We use the word count as our 

feature extraction. There are built in method for this in the sklearn. We just use import this method to use 

this method for our feature extraction. 
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Building Model: 

 
Finally, we're ready to create our model. And we're able to do this because we've been working with our 

machine to teach it. We divided our data set in thirds, resulting in a final ratio of 3:1. All of our data set is 

used for training purposes, and the remainder is used for testing purposes. There are 75% of datasets 

utilized for training, while the remaining 25% are used for testing purposes. 

Classifier Fitting: 

 

At this point, our machine is classifier-ready. To identify our news content, we employ Support Vector 

Machine (SVM) and Random Forest (RF). All we have to do is import it and put it together. 

Predict the Category 

 
This is the last step in our categorization process for breaking news. Bangla text input is being readied for 

testing in this stage of our model's development This model is able to categorize the provided input text 

using two classifiers, such as SVM and Random Forest, based on the supplied input text.
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Flow Chart: 
 

 
 

 

Figure 3.5.2: Proposed Working Flow chart for classification. 

 
3.6 Implementation Requirements 

 
A list of requirements for a Bangla News Classification has been compiled after an in-depth examination of 

all relevant statistical and theoretical ideas and approaches. The following are likely necessities:
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Hardware/Software Requirements 

 
● Operating System (Windows 7 or above) 

 
● Hard Disk (minimum 4 GB) 

 
● Ram (more than 1 GB) 

 
● Web Browser (preferably chrome) 

 
Developing Tools 

 
● Python Environment 

 
● Jupyter (Anaconda3) 

 
● Notepad++ 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Introduction 

 
Throughout this chapter, we'll be analyzing both the data we utilized in our research and our project's 

findings. 

4.2 Raw Data 

 
Prothom Alo, Bangladesh's most popular news site, provides the raw data for our analysis. Corpus is the 

tool we use to gather all of our data. Once the information has been gathered, it is then saved as a text 

document file. These files include data tagged with an html tag name. Our row data looks like: 

 

 
Figure 4.2.1: Experimental raw data. 

 
Therefore, it has become obvious to clean the data. That means pre-processed the row data for 

preparing for the model. 

4.3 Cleaning Raw Data 

 
Our data preprocessing activity is made easier by the usage of a script file. The following are the 

responsibilities of the python script: 

 
i. Remove all instances of the html tag name. 

 
ii. Eliminate extraneous spaces from the text. 

 
iii. Remove all new lines from each news item and group them together in a line. 

 
iv. Assign an integer number for pre defining the category of each news. 
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This script result in a Tab Separated Value (tsv) formatted file and it looks like: 

 

 
Figure 4.2.2: Tab separated Bangla text. 

 
Actually, by this process, we can get all our categorical news in individuals file but the outputted file data 

are pre-processed and categorical. 

4.4 Creating Input File 

 
After the data cleaning phase, we get six absolute tsv files as we are working on this investigation on these 

classes. Hence, after successfully preprocessing process, there has this categorical news file in our hand. 

Then, to perform Natural Language Process on Bangla news, we must join all these files into a file. For 

this, we use another python script named join.py. This file takes the folder name that includes all tsv files 

as an input and delivers only a file where all news possessed individually is merged.. 

4.5 Excluded Words Removal 

 

Code written in Python is used to categorize a news item into several types. To begin developing a 

prototype, we've consolidated all the relevant information in one place. This necessitates some preparatory 

work. We compile a list of Bangla terms unrelated to the story's subject matter. The list was labeled 

"Banned words" and given that moniker. Our input file is being checked to see whether any of the terms 

we've omitted are there. It is imperative that any such thing be ruled out. 

4.6 Feature Selection and Extraction 

 
The selection and extraction of features is the most important aspect of the classifying strategy in this step. 

When it comes to categorization, it really makes the final decision. Our feature selection is based on word 

count and we build it.
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4.7 Building Model and Fit Dataset for Classifier 

 
We split our dataset in two to begin the modeling process. 

 
● Training Dataset 

 
● Testing Dataset 

 
When constructing our model, we adopt a 3:1 ratio. The three-part data set is used for training purposes, while 

the remaining component will be used for testing purposes. 

 

 

Figure 4.7.1: Dataset chart ratio. 

 
In the concept of percentage, 75% data will be for training and 25% will be for testing. And this will make 

our expected model, we import the sklearn package because we're working with many classifiers. This 

classifier is capable of generating an integer indicating the predicted news category. 

4.8 Experimental Result 

 
After completing the Bangla Sentiment Analysis on Cricket Comments, User Interface shown in figure 

4.8.1 It is an experimental input field where user can produce any kind of Bangla news text. 
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Figure 4.8.2: Experimental output of Bangla Sentiment Analysis. 

 
4.8 Accuracy of Model 

 

We've created a Confusion Matrix for our model, which is a way to summarize the performance of the 

classifier. Just looking at classification accuracy might be deceptive if your dataset has an unequal number 

of observations for each class or if there are more than two classifications. 

For Support Vector Machine 

 
Table 4.9.1: Precision, Recall, F1-Score for Support Vector Machine. 

 
Class Name Precision Recall F1-Score 

negative 0.75 0.92 0.83 

neutral 0.25 0.03 0.05 

positive 0.49 0.29 0.36 
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Accuracy of Model: 

 
Total News = 6530 

 
Testing News (25%) = 1632.5 

 
Accuracy of this model = (1175 / 1632.5) * 100 

 
= 71.58% 

 

 
For Random Forest 

 
Table 4.9.2: Precision, Recall, F1-Score for Random Forest. 

 
Class Name Precision Recall F1-Score 

negative 0.73 0.93 0.82 

neutral 0.00 0.00 0.00 

positive 0.41 0.18 0.25 

 

 
Accuracy of Model: 

 
Total News = 6530 

 
Testing News (25%) = 1632.5 

 
Accuracy of this model = (1145 / 1632.5) * 100 

 
= 70.26% 

 
Compare Algorithms 

 
Table 4.9.3: Compare Precision of all classifier. 

 
Algorithms Accuracy 

Support Vector Machine 0.75 

Random Forest 0.73 
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Table 4.9.4: Compare Recall of all classifier. 

 
Algorithms Accuracy 

Support Vector Machine 0.92 

Random Forest 0.93 

 

 
Table 4.9.5: Compare Recall of all classifier. 

 
Algorithms Accuracy 

Support Vector Machine 0.83 

Random Forest 0.82 

 

 
In terms of Precision, Recall, f1-score, and accuracy, we can observe that the Support Vector Machine 

classifier is the most accurate. The precision, recall, and f1-score of this model are all above average, at 

0.75, 0.92, and 0.83, respectively, and the accuracy is 72.58 percent, the best of any classifier tested. 

4.9 Summary 

 
Since we've already achieved this degree of accuracy, we're pleased, but if you want to enhance the level 

of accuracy, you'll need to correctly prepare the dataset. There should be an equal number of stories for 

each of the several categories. At this point, there is no option to data cleansing in order to improve the 

accuracy of the results. This classifier's predictions get more precise as more data is preprocessed.
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CHAPTER 5 

 
SUMMAY, CONCLUSION, RECOMMENDATION AD IMPLECATION FOR FUTURE 

RESEARCH 

5.1 Summary of the Study 

 
On the subject of natural language processing, there is no doubt that there is a great deal of interest. Such 

study is being extended as a result of the significant changes in our digital lives that have resulted from 

such work recently. As a result of such research, we've seen some very remarkable results in the real world. 

However, the absence of comparable research into the Bangla language is deeply regrettable. However, the 

fact that several scholars from various nations have begun to investigate this area gives us reason for 

optimism. As part of our research, we employ a variety of techniques from our Bangla News to classify it. 

5.2 Conclusion 

 
No matter how inaccurate the classification method we utilized in our study was, we still gained enough 

from this investigation. The Bangla Text may now be dealt with. It is possible to do preprocessing on the 

raw data directly. And we may use our previously trained dataset to train the classifier. I am hopeful that 

this type of research on Bangla Text or Bangla news would be extremely beneficial to future experimenters. 

5.3 Recommendations 

 
The following are a few of the best ways to do this: 

 

 In order to get the most out of this study, it's important to streamline the data collection process. 

 
5.4 Implication for Further Study 

 
 This project might be made more effective by include other categories. 

 As additional classifiers are applied to this dataset, it becomes clearer which classifier is best suited for 

this task.
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Appendix 
 

Project Reflection 

 

To complete the project we faced so many problem, first one was to determine the methodological approach 

for our project. It was not traditional work it was a research based project, more over there were not much 

work done before on this area. So we could not get that much help from anywhere. Another problem was 

that, collection of data, it was big challenge for us. There was no available source where we could get Bangla 

news text data, that’s why we were develop a corpus for data collection. Also we started collect data 

manually. After a long time with hard work we could do that. 
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