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ABSTRACT 

In recent times, Emotion extraction from a sentence or word is the most well-known 

research area in Machine Learning. Huge number of research had already been taken 

place in natural language processing to detect the gist of a sentence from the text for 

construct an intelligent system. But enormous number of research has been done on 

English language. On the other hand, limited number were happened on Bengali dataset 

through the finite number of Bengali datasets. For my research I used an identical 

dataset where a lot of sentences were collected from various number of online news 

portal also different social sites such as Facebook, Twitter, YouTube etc. In my dataset 

has two columns where ones contain sentences and other contains two types sentiment 

tags like as positive and negative. My main focus to construct an intellectual system 

that can detect the emotion of a sentence such as positive or negative. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Bangla is the seventh highest number in position all over the world for using this 

language and fifth position for native speakers [1]. But till now this language has limited 

resource in Natural Language Processing (NLP) perspective. A lot of number of the 

research concerning NLP has been taken based on English Language. Due to little 

number of tools and application were made for Bengali language support such as word 

level stemmer, chuker, Parts of Speech tagger and word embedder etc. [2]. Through the 

number of Bengali users in internet are growing day by day, so it inspires us more to 

research on Bengali language. 

Sentiment analysis is a process where a system can detect the emotion of a word or 

sentence for improving the sectors of business or a technological situation also very 

useful for internet platform. The developed of machine learning algorithms various no 

of way are used to extract the emotion of a sentence such as ruled based machine 

learning or Deep learning processes. 

In my work I use a unique dataset which contains around 4177 Bengali sentences that 

are used to detach the emotion in supervised learning approach and also compare the 

accuracy of different supervised learning algorithm. 

1.2 Motivation 

Now the availability of huge number of data sources around us has concerning the 

research on Data Science and in the area of Artificial Intelligence. Internet makes our 

life easier to get any types of information at any time. For that, it is easier to work with 

much amount of data using several machine learning approaches. Sometimes it is 

necessary to realize the context of a word or sentences instantly in business or situation 

perspective, but it is quite impossible for human to process. That’s why, my main focus 

to construct an intelligent system that deal with Bengali language for extract the 

emotion of a sentence. Here I applied Random Forest (RF), Decision Tree (DT), K-

nearest Neighbors (KNN), Logistic Regression (LR), Support Vector Machine (SVM) 

and Naïve Bayes classifier algorithm.  
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1.3 Rationale of the Study 

Due to the scarcity of quality dataset on Bengali language, I made a dataset which holds 

around 4177 sentences those were collect from several online news portals, social sites 

and at last I done it successfully. Now the first steps of my research work are to analyze 

the accuracy of several applied algorithm and then elect the algorithm which generates 

the best result were applied for our intelligent system. For uniqueness of my dataset, I 

think we get unique result.  

1.4 Research Question 

In below here I mention our research question- 

 Build an intelligent system depends on best accuracy among those algorithms 

which deal with Bengali Language and gives the sentiment of the sentence. 

1.5 Expected Outcome 

My prime goal is to form an intelligent system which can detect the emotion of a 

Bengali sentence using different types of supervised machine learning algorithm 

compering the best one considering the highest accuracy. Another target is to generate 

the most precise output.   

1.6 Project Management and Finance 

Project Management and Finance is a flow of a cycle who works following systematic 

way and take a step to provide all types of materials and tools that needs for the project 

and also deal with project finance matters. But I done this research works without any 

finance contribution of any organization and persons. 

1.7 Report Layer 

Here I made report based on my research works. In Chapter 2, I will introduce the 

overview of machine learning background and my built project. In Chapter 3, I will 

represent the work flow of different machine learning project which will be easily 

constructable following the machine learning algorithm. In Chapter 4, I will discuss 

about all of my experimental setup and the result which my system generates. In 

Chapter 5, I show how important of this project for our society and the world. In Chapter 

6, I represent the conclusion, abridgement and scope for the further work. 
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CHAPTER 2 

BACKGROUND 

2.1 Preliminaries/Terminologies 

Machine learning, Bengali dataset, Opinion mining, Sentiment analysis 

2.2 Related Works 

 
Now, sentiment extraction has become more significant in the research area of Artificial 

Intelligence. The earlier research on this area were easy compared to current works. 

Sentiment lexicon and syntactic parser were used on a benchmark data source in [3]. 

Authors of [4] already been performed Sequential Minimal Optimization (SMO) 

algorithm [5] depends on the adjectival appraisal group to detect sentiment. Extraction 

process for sentiment enhance on a mountainous scale after that. Also, Valence Aware 

Dictionary for Sentiment contention [6] is updated process that based on sentiment 

lexicon that act on a par with human raters of sentiment intensity. 

In recent times, researcher try to use so much tangled procedure for generate best 

accuracy compared to prior works. For that Character to Sentence Convolutional Neural 

Network (Chars CNN) which is known as a novel deep convolutional neural network 

architecture called [7] was invented to detach emotion from words or a sentence that 

generates a precise output. In [8], a several procedures were gained where the 

researchers try to introduce Universal Language Model Fine tuning (ULMFiT) model 

that is capable to passing learning in NLP works like as sentiment analysis. Recurrent 

Neural Network (RNN) also be a most popular technique in this works such as text and 

speech-based prediction and opinion mining. The main reason for this famousness is 

that RNN performs sequence modeling which has been essential for NLP works. 

Authors of [9] used Gated Recurrent Neural Network (GRNN) model to detect the 

emotion on English Language. Using the same dataset of IMDB [10] Yelp [11] they 

were performed their task.  

A few numbers of prominent and remarkable research works based on Natural 

Language Processing on Bengali language has done compare to English language. 

Previous work in this area is [12] where classification of positive and negative polarity 

from Bengali sentences has been done based on SVM [13]. A semi supervised process 

to detect sentiment was obtained from Bengali microblog posts [14]. Moreover, is a 
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parallel work where the authors have performed an analysis of contextual valence for 

each word in a Bengali sentence. An attractive process for sentiment analysis is where 

researchers have constructed a dataset containing of texts from Bengali horoscopes and 

performed classification using several Machine Learning algorithms [15]. 

2.3 Comparative Analysis 

In earlier most of the work has already been done on social media tweets for English 

Language. On the other hand, a limited number of research is done on Bengali language. 

Here my main target is to sentiment analysis on the level of a Bangla sentence, that’s 

why we can see a large number of the works has been completed on different social 

medias such as Instagram, Facebook post, tweets comments and also online news 

portals. Now here I construct a dataset which holds Bengali comments of various online 

news portal and using word embedding technique on this dataset [16].  

In my research works, I used several machine learning algorithms for detect sentiment 

easily from a Bengali sentence and try to build an intelligent system based on highest 

accuracy among those algorithms. 

2.4 Scope of the Problem 

Since this is running a modern era, but sometimes we cannot completely enjoy the all 

of facilities of modern science due to the inability of expressing correct sentiment by 

the native language. The reviling of Bengali text in different social sites those cannot 

deal our information technology machine. That’s why machine learning technique is so 

much appropriate to regain this problem. My main focus is to construct an intelligent 

system that is capable to find the emotion from a word or sentence by using several 

machine learning techniques. 

2.5 Challenges 

Opinion mining is an intention to detect the prime gist for a man on specific topic. An 

intelligent system is developed by me is susceptible to inform us the sentiment of this 

text. For building an automated machine here I use several machine learning algorithms 

which can detect the emotion of a Bengali text instantly which is my prime goal. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Research subject and Instrumentation 

My research problem is engaged with Natural Language Processing in the area Machine 

Learning. I used Bengali dataset which contains a large number of Bangla sentences 

with two types of emotion such as positive and negative. For that model I apply several 

machine learning algorithms such as K-nearest neighbors (KNN), Support Vector 

Machine (SVM), Naïve Bayes (NB), Random Forest (RF), Decision Tree (DT) and 

Logistic Regression (LR) to build my model. 

3.2 Data Collection Procedure  

All of data are manually collected from different online sources such as Facebook, 

YouTube and various online news portal. Here my collected data are mainly two types 

one is positive and another is negative emotion based on customer comments.  In figure 

3.2.1 we represent of our dataset. 

Sentence Emotion 

অত্যন্ত ভাল া সংবাদ 1 

শেরপুরসহ শদলের বববভন্ন স্থালে সরকাবর দল র গুন্ডা বাবহেী হাম া 

চাব ল়েলে 

0 

শে সব অবিসাররা ভা  দাব়েত্ব পা ে করলব ত্ালদর পুরষ্কার শদও়ো 

দরকার 

1 

আমালদর প্রোসলের সব শসক্টরই দুেীবত্র সলে জব়িত্ 0 

আলেক ভা   াগল া আমালদর শদলের এসব ইবত্বাচক বদক শদলে 1 

িাস্ট িুড আমালদর স্বালস্থযর জেয ববপজ্জেক 0 

শদা়ো কবর সার আপবে অলেক বদে শবলচ থাকুে 1 

োরাপ অভযাস শকাে সুে বল়ে আলে ো 0 

শকাে হত্যা কালন্ডর সুষ্ঠু ববচার বাং ালদলে হলে ো 0 

Figure 3.2.1: Snippet of dataset 
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3.3 Statistical Analysis 

In my Bengali dataset, there are total 4177 Bengali sentences. Among them around 

2300 are holds positive (1) emotion and 1800 holds negative (0) emotion. In bellows 

figure: 3.3.1 which I represent. 

Figure 3.3.1: Quantitative distribution of emotion_2 column. 

The sentence column is object type and the emotion_2 column is integer type which are 

the current state of my used dataset. 

 

Figure 3.3.2: Dataset object types. 



©Daffodil International University                                                                                                  7 
 

3.4 Proposed Methodology 

Several supervised machine learning algorithms are applied in my research work. First, 

I compare the accuracy which they are generate. Among those accuracy, I took highest 

one for to build my model.  

 

Figure 3.4.1: Activity flowchart of proposed methodology 

I collect data from various social sites such as Facebook, YouTube, Twitter and online 

news portal such as Prothom Alo, Kalerkontho, Bangladesh Protidin etc. 
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Filtering data is so much important. Because sometimes there have a lot of noise in 

dataset which are not related with Bengali alphabet that can be the cause of bad 

accuracy.  In the bellows figure 3.4.2 we can see there is no null value in sentence and 

emotion_2 column. 

 

Figure 3.4.2: Null value finding 

I remove all types of noise such as quotation, hyperlink, comma and special character 

etc. 

 

Figure 3.4.3: Dataset filtering 
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All data are level with positive and negative sentiment where positive is denoted by 

one(1) and negative are denoted by (0).  

 

Figure 3.4.4:  Dataset with label 

3.5 Implementation Requirement 

For implement of my research work some steps are followed which are mention below. 

Raw data which collects from various online news portal are insert into a excel file with 

real human sentiment. Then check the null value in dataset and remove noise from 

dataset.  

 

Figure 3.5.1: Model preprocess flow diagram 



©Daffodil International University                                                                                                  10 
 

Sometimes human use the short form of a word. But machine don’t understand its 

proper meaning. That time machine count these are noise. So here I try to remove short 

form of a word into full form using Bengali phase tagger. 

 

Figure 3.5.2: Base form transformation 

Total number of data are level with only two sentiments positive (1) and negative (0). 

Among total number of data eighty five percent are used for training our model and 

remaining are testing. Positive and negative data are represented in the bellows picture.  

 

Figure 3.5.3: Graphical sentiment representation of dataset 

For my model considering hardware a laptop or pc minimum 4gb ram and considering 

software Jupyter Notebook and also a lots of packages like NumPy ,CountVectorizer, 

Scikit-Learn, Seaborn, Matplotlib, and Pandas etc are required. 
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CHAPTER 4 

Experimental Results and Discussion 

4.1 Experimental Setup 

4.1.1 Support Vector Machine  

Support Vector Machine is used for classification problem. It is a supervised machine 

learning algorithm. It generates a hyperplane that partitioned n-dimension space into 

class. That’s why the new sample is coming than its place it into most appropriate 

group. 

 

Figure 4.1.1: Confusion Matrix representation with SVC 

In above confusion matrix we can see, (26+324) = 350 it generates true prediction and 

(268+9) =277 generates false prediction out of total 627.Also I got accuracy using 

Support Vector Machine algorithm is 62.36 %.  

4.1.2 K-Nearest Neighbor 

K-Nearest Neighbor is one of the simplest supervised machine learning algorithms 

which is mostly used as a classification technique and sometimes for regression. It can 

category the sample data based on similar feature. If new data come then it put it most 

suitable group. 
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Figure 4.1.2: Confusion Matrix representation with KNN 

Above confusion matrix we able to see that among total support 627, (112+162) =274 

produce false prediction and remaining gives us true prediction and the accuracy 

obtained from this algorithm is 56.29 %. 

 

4.1.3 Decision Tree 

Decision Tree is a supervised algorithm in the are of machine learning. It generates tree 

according to the sample and then classify the feature of an object. 

 

 Figure 4.1.3: Confusion Matrix representation with DT 
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True prediction is (150+211) = 362 and false prediction is 266 compare with total 

627.Accuracy is 58.05 %. 

 

4.1.4 Logistic Regression 

It is a supervised machine learning algorithm which deals at time both discreate and 

continuous variable. Both classification and regression problem it can be used. 

 

Figure 4.1.4: Confusion Matrix representation with LR 

The amount of total false prediction from support 627 is (80+157) = 237 and remaining 

are true prediction that generates by our model and also the accuracy that this algorithm 

produce is 62.20 %. 

 

4.1.5 Naïve Bayes 

Naïve Bayes algorithm is constructed based on the theory of Bayes Theorem. Basically, 

it works depends on the probability concepts. It is also a supervised algorithm in 

machine learning technique which is capable to classify of an object depends on 

probability. 
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Figure 4.1.5: Confusion Matrix representation with NB 

Here we can see true prediction is 412 and false prediction is 215 from 627 and also the 

accuracy obtained 65.70 %.  

4.1.6 Random Forest 

The main working procedure of Random Forest is to generates a number of decision 

tree and takes the average accuracy of mention dataset. Though much number of trees 

it produces it combines them and predicts us a comparatively most accurate result. 

Another advantage of it is it consume less training time so generates result first. 

 

Figure 4.1.6: Confusion Matrix representation with RF 
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From the above confusion matrix, there are 164+258= 422 correct predictions, and 

130+75 = 205 generate incorrect predictions out of total support 627.Maximum 

accuracy which I got using this algorithm is 67.30%. 

4.2 Experimental Result & Analysis 

 

 
 Figure 4.2.1: Accuracy of several machine-learning algorithms 

 

Algorithm 

Name 

KNN DT LR SVC NB RF 

Accuracy 56.29% 58.05% 62.20% 62.36% 65.70% 67.30% 

 

Figure 4.2.2:  Several algorithm result 

 

All accuracy which we obtain using several machine learning algorithms are mention 

in Figure: 4.2.2. 
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Figure 4.2.3: Suggest sentiment 

4.3 Discussion 

The experimental output already shows with result table and graph. Six supervised 

machine learning algorithm I used. They are K-Nearest Neighbor, Decision Tree, 

Logistic Regression, Support Vector Machine, Naïve Bayes Classifier and also Random 

Forest algorithm. Among them Random Forest generates highest accuracy. That’s why 

I select this algorithm for my model to get best accuracy. After testing my model by 

random input my model is capable to classify the sentences with correct sentiment. 
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CHAPTER 5 

Impact on Society, Environment and Sustainability 

5.1 Impact on Society 

Day by day a large amount of population in our society are influenced rapidly by several 

social media and online news portal due to the cheaper rate of internet or cope up the 

modern world. Now data is enormous but it is not suitable to process by human brain. 

For that machine learning is so much suitable to process the large amount of data at 

instantly that helps our lifestyle so much easy. 

 

5.2 Impact on Environment 

For knowing the future upcoming patter machine learning technique is so favorable. 

Because it can analyze the several previous year data and can produce a pattern which 

will be happen in future such as business strategy, culture types, human capability, 

weather condition which makes our life more comfortable. So, it is not excess to say 

that without machine learning life will may be difficult.  

 

5.3 Ethical Aspects 

We are all confined to state law and should follow this. Without any permission we 

should not try to collect another person’s data of any types and not process this data to 

determine the gist of his daily activities. Sometimes it would be a reason to get unhappy 

of a person due to social harassment. So, we must ensure the public privacy and at a 

time to work more and more to makes our future more comfortable by using machine 

learning technique.   

 

5.4 Sustainability plan 

Due to huge amount of data around us, it is very tough for human to process and find 

out a pattern. But it is comparatively easy for a machine by using several machine 

learning techniques in the area of artificial intelligence. Machine can predict the future 

events which will may be happen. It helps us in business sector such as the owner of 

the business realize the future demand of a specific product that customer wants. 

Another advantage is it is capable to predict the weather condition in future also predict 

the economic condition of a country. So, I think it play’s major role for sustainable 

development of a country. 
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CHAPTER 6 

Summary, Conclusion, Recommendation and Implication for Future 

Research 

6.1 Summary of the Study 

My research main target is to detect the emotion of a Bengali context either it has 

positive or negative meaning. For that I use a Bengali dataset which is manually crafted 

by person realizing human level real emotion from several social and online sites. This 

dataset is trained by six supervised machine learning algorithms. Then compare the 

accuracy and choose algorithm with highest accuracy to build my intelligent system. 

After all my system is capable to classify the Bengali content either it positive or 

negative by Random Forest algorithm. 

6.2 Conclusions 

Now machine learning is an important part of modern technology. It takes away our 

life into comfort zone. Instantly human can now take a decision by the help of machine 

learning which is the part of an artificial intelligence. All types of native speaker are 

capable to process their language with machine learning technology. Here I build a 

system which deal with Bengali language and gives us the decision instantly. My 

intelligent model is trained with total six supervised machine learning algorithm. 

Among those which generates highest accuracy I used this algorithm to build my model 

and now it acts a full intelligent system which can classify the Bengali sentences or 

word based on sentiment. 

6.3 Limitation 

Sentiment classification by human of their native language has much limitation. 

Sometimes the real emotion is not realized of a human. Because the sentiment of 

speeches may vary in several situation. It also varies considering time to time and also 

political, social and economic perspective. Frequently based on culture of a country 

same word has different meaning which is sometimes unrealizable for human. Since 

this dataset is created by human manually so it may have some noise. For noisy data it 

will be difficult to deal for a system. 

6.4 Implication for Further Study 

In my research work, I have only considered two types of emotion positive and  
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negative. But in my feature work I will try to level my data with more accurate emotion 

such as strongly positive, mildly positive, positive, neutral, strongly negative, mildly 

negative, negative etc. Sometimes we can see there are many types of emoji already 

exists in different social media which express a clear emotion. But in my data set now 

it is considered noise and I remove it. Though it has clear emotion so next time I will 

be work on it. At this time for sentiment analysis so much updated flatform is Deep 

Learning method. In future my next goal is to work on sentiment classification using 

Deep Learning. 
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