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ABSTRACT 

This research project “Modelling of Bangla Real Word Error Correction” is a language 

model for finding real-word errors in a Bangla sentence and providing correction on the 

error word. This topic is now very relevant in the Natural Language Processing sector as it 

is now a topic of huge interest. The syntactical and grammatical rules in Bangla are rather 

complex, which poses trouble in handling the language. Words can be obscure where the 

meaning is dependent on the context. In this project, we proposed a model with 

Bidirectional LSTM model, which is short for Long Short-Term Memory model. LSTM is 

a RNN (Recurrent Neural Network) architecture that can not only process single data point 

but an entire sequence of data. Firstly, the Trigram sequence was created to get context out 

of a sequence, and fed into the LSTM model. Since the Bidirectional LSTM model 

remembers the forward as well as the backward relationship of a sequence, it can have a 

better understanding of the context of a Bangla sentence. After training the model and 

implementing it to detect and provide correction of a real word error we got an accuracy of 

74.450% on the test dataset. But in predicting the next word from the sentence context it 

was even more successful with 85.47% accuracy. This proposed model was tested in many 

ways after implementation and it works successfully in both detecting and correcting the 

real word error. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

The written form of any language has been the single most important means of communicating 

and storing information from the early etchings in clay to the world of digital access that we 

now enjoy. As our communication with the text increased day by day with the development of 

technology, a large number of people share their ideas across the internet in Bangla. Detecting 

and correcting a real-word error in a Bangla sentence is an important and complex task in 

Natural Language Processing (NLP) that helps predict the correct word to complete the 

sentence logically. In-text documentation, there are two types of spelling errors, non-word 

spelling error, and real-word spelling error. Non-word error occurs when the word itself does 

not exist in the dictionary and has no real meaning. Unlike non-word error, real-word error 

occurs in a sentence when the word is correct in grammar and is a meaningful word in the 

dictionary but does not match the sentence. 

The Bangla language has intricated orthographic rules as well as many composite Grammatical 

requirements that are difficult to uphold. Detecting a spelling error in Bangla is difficult on its 

own, checking real-word error in the Bangla sentence conveys supplementary strain. Whereas 

writing or discussing in our daily work life, there might be a real-word error while the word is 

accurate in the dictionary but alters the original meaning of the sentence which should not be 

unheeded. An example to help us understand such error would be as " ফুটবল একটট জনপ্রিয় 

খুপ্রল ". Here, even if the word " খুপ্রল "is a correct word it is still incorrect. More appropriately 

in the sentence mentioned " খুপ্রল " can be changed to " খখলা " and in the sentence, it is suitable 

and sensible. In an effort to solve this kind of problem a Deep Learning approach can give us 

a solution. In this project, a tri-gram word sequence and Long Short-Term Memory (LSTM) 

model were implemented and tested to solve the real-word error-correction problem. In spite 

of being an important topic of great interest today, no Satisfactory research has been done in 

the Bangla language on finding and correcting a real word error in sentences. This project 

proposed a method to address the real-word error detection and correction in Bangla sentences 
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using some popular NLP techniques and LSTM recurrent neural networks. For this project, 

Bangla newspaper article was collected and processed to make a trainable corpus. The model 

architecture was trained in small batches but the processed corpus was not reusable for further 

work. This proposed approach helps to recompence the inconsistencies of a word in a Bangla 

sentence with a word with a high probability to match the context of the sentence. The whole 

paper is arranged as follows. Category 2 includes existing jobs. Section 3 represents the 

proposed process. Part 4 highlights used tools and technology and section 5 deals with testing 

the result. 

 

1.2 Motivation 

Although a significant number of Deep Learning model has been proven to be very capable 

of processing and finding structures in natural language, there hasn’t been much work done 

in real-word error detection in the Bangla language. There has been a lot of work done in 

non-word error detection and correction but most of them were non-contextual and very 

few of them tackled the problem of real-word error detection and correction. Many 

valuable research projects relevant to this research have been led in English as well as other 

languages, but in Bangla, we remain far behind. The result of this research can very well 

be used in various practical sectors such as Bangla article writing, essay, and blog writing 

as well as books and other writing sectors were making small mistakes in writing is 

inevitable. This research is focused on Bangla news article writing and real-word error in 

Bangla news articles. To help provide an error-free writing experience and shorten the time 

of revision before publishing an article is the motivation of this research project. 

 

1.3 Objectives 

• To check for any real word error in a Bangla sentence. 

• To get a context of a sentence. 

• To predict next word from the previous context. 
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• To get an assumption about the sentence context. 

• To detect the error word of a sentence. 

• To provide correction for the error word. 

• To save time and give a smooth writing experience. 

• To review a Bangla article for grammatical and contextual word error. 

 

 

1.4 Expected Outcome 

1. A satisfactory result on detection of real-word error. 

2. A satisfactory set of word suggestions for an error word. 

3. An implementation that is not too complex. 

4. Detection of real-word error in Bangla sentence in a news article.  

5. People will not need to worry about silly mistakes in their writings. 

6. It will save their time, complexities, money, and other things.  

 

1.5 Report Layout 

Chapter 1: Introduction 

Motivation, objectives and the expected outcome of the project have been discussed in this 

chapter. The report layout has been mentioned in the last part of this chapter. 

Chapter 2: Background 

Foundation conditions of my project have been talked about here. Related work, 

contrasting and other sites, the extent of the issue and difficulties of the project are clarified 

here. 

Chapter 3: Research Methodology 

This chapter discusses about the research methodology. Preprocessing of dataset, details 

of dataset, method used to prepare data for training and testing. And mainly the n-gram 

sequence and LSTM model and implementation after training. 
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Chapter 4: Experimental Results and Discussion 

This chapter consists of all the testing and experimental results and what the result says in 

detail. 

Chapter 5: Impact on Society, Environment and Sustainability 

Impact on Society, Environment, and Sustainability are the contents of this chapter. 

Chapter 6: Summary, Conclusion, Recommendation, and Implication for Future 

Research 

It is the last chapter where a summary of the research, conclusion, and future scope of the 

research have been discussed. 
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CHAPTER 2 

BACKGROUND 

2.1 Preliminaries/Terminologies 

This is a Deep Learning based Natural Language Processing project, where we tried to find 

the relations and grammatical structure of Bangla Language using Machine Learning tools. 

In Table 1 terminologies for this project is listed. 

Table 1: Terminologies 

Acronym Definition 

ML Machine Learning 

DL Deep Learning 

NLP Natural Language Processing 

LSTM Long Short-Term Memory 

GRU Gated Recurrent Unit 

RNN Recurrent Neural Network 

 

2.2 Related Work 

A great deal of important examination works applicable to this exploration have been led 

in English just as some other languages consistently. However, at that point once more, 

slight headway is made in the Bangla language. B. Kundu et al. utilized a characteristic 

language age model for revising Bangla linguistic mistakes [1]. However, it doesn't tackle 

the issue real-word mistake. For recognition of a semantic mistake in Bangla sentences, K. 

M. A. Hasan et al. proposed a model [2]. Their method is for easygoing sentences as 

Subject, Object and Verb dependent on subject-action word and article action word 
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connection. Z. Yuan and T. Briscoe utilized neural machine interpretation structure for 

linguistic blunder remedying for English sentences [3]. They applied RNN search model 

that includes bidirectional RNN and an encoder to gain data. P. Samanta and B. B. 

Chaudhuri proposed a technique that attempts to distinguish mistake noticing bigram and 

trigram established by and large left and right neighbor of up-and-comer word and creates 

idea as per the positions of components of disarray set [4]. Despite the fact that their model 

showed great execution for just moderate test sets, this can be viewed as a less exact 

framework due to little data set. S. Sharma and S. Gupta presented a framework where 

trigram and Bayesian strategies are applied to determine genuine word mistakes [5]. Not 

at all like different strategies that utilization 2 or 3 highlights, their proposed framework 

utilizes every one of the elements of the sentences. Md. M. Haque et al. planned a stochastic 

language model where they utilized unigram, bigram, trigram, ease off and erased addition 

for single word forecast [6]. Md. M. Rana et al. shown a strategy utilizing bigram, trigram 

and Markov presumption to discover and fix homophone blunder in genuine word mistake 

in Bangla language [7]. By utilizing bigram and trigram blend and removing setting 

highlights they recognized the blunder and created choice rundown against the competitor 

word dependent on likelihood computations. Notwithstanding the continuous events of 

bigram, trigram is given main goal in their model as it extricates more elements about the 

specific circumstance. A N-gram and semantic gram approach-based framework was 

presented by K. Wiegand and R. Patel to foresee non-syntactic word for augmentative and 

elective correspondence [8]. They assessed and showed the execution of four calculations. 

A. Jain and M. Jain proposed a model dependent on n-gram and word reference query 

strategy for Hindi non-word spelling blunders [9]. They showed that accessible techniques 

are not appropriate for applying in Hindi language which is like the proposed case. M. F. 

Mridha et al. zeroed in on distinguishing unexpectedly missed words while composing a 

sentence utilizing bigram and gave ideas utilizing trigram [10]. Accepting that bigram's 

premier and endmost word to be trigram's preeminent and endmost word sequentially, an 

idea list is produced for the missing word. Their technique fizzles now and again where 

despite the fact that a word is missed at this point the sentence seems right. H. Stehouwer 

and M. van Zaanen focused on the issue of befuddling words where sets of words are 

comparable and regularly utilized inaccurately in setting [11]. They utilized a nonexclusive 
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classifier dependent on a n-gram language model to foresee the right word in setting 

however its precision is relied upon to be not exactly a particular methodology. O. F. Rakib 

et al. proposed a model that applies GRU (Gated Recurrent Unit) put together RNN 

approach with respect to an informational index where they utilized uni-gram, bigram, 

trigram, 4-gram, 5-gram informational collections [12]. Their model can propose the 

following probably word as well as recommends total sentences at the same time from a 

given word grouping in Bangla giving 78.15% exactness. P. P. Barmana and A. Boruah 

planned a framework that predicts the following Assamese word utilizing Long momentary 

memory (LSTM) with 88.20% exactness [13]. S. Islam et al. utilized the LSTM model for 

producing Bangla Sentence where they made their model clamor free by eliminating 

accentuation denotes, extra spaces, and newlines [14]. Bangla text age by using 

Bidirectional RNN on N-gram informational index was proposed by S. Abujar et al. which 

can't identify mistake [15]. They zeroed in on developing a bidirectional RNN for setting 

up their model. They worked with fixed-length content and couldn't make subjective length 

content. T. Ghosh et al. examined and showed an examination between various strategies 

of Bangla Handwritten Character Recognition to feature restrictions and future extents of 

existing techniques [16]. E. A. Santos et al. discussed a model that distinguishes and fixes 

sentence structure mistakes in the English language [17]. They applied n-gram models and 

LSTM for displaying source code to track down punctuation blunders and combine the 

fixes. S. Islam et al. planned a RNN model which gives an answer for three kinds of 

sentence adjustments like auto-finishing, wrong course of action, and missing word [18]. 

2.3 Comparative Analysis and Summary 

In 2021 deep learning has already evolved drastically and there has been a lot of deep 

learning algorithms and architectures. These algorithms are specialized in certain tasks, as 

some do a better job at image processing some are good at sequence analysis. In general, 

RNN algorithms are better at processing sequential data like time-series data, the stock 

price for example. Text data are also sequential data as they follow a grammatical sequence 

of a language. An artificial recurrent neural network that solves the vanishing gradient 

problem is a special type of RNN cell that is named, a Long Short-Term Memory Cell or 

LSTM cell for short. LSTM cells have shown better results in a lot of situations than other 
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RNN cells. That is a reason why we choose to use the LSTM model in our research to find 

a solution for the Bangla real-word error problem. 

 2.4 Scope of the problem 

There have not been many works done on this theme in the Bangla language so we can say 

that there are numerous degrees to update this system. This system will identify and address 

Bangla real-word error and each and every individual who writes in Bangla will be 

benefited from this system for checking the legitimacy of Bangla sentences. 

Fundamentally, we zeroed in on recognizing Bangla real-word error and recommend a 

remedy as per the setting of the sentence. 

Along these lines, researchers can make this system more viable by preparing and utilizing 

cutting-edge deep learning models in the future. And furthermore, any scientist can prepare 

this system with a better and greater corpus for improving results. 

2.5 Challenges 

No single research works have been done without facing challenges. Challenges are the 

things that make the end result more satisfactory. Gathering and handling the dataset are 

the primary difficulties of this work. Uniquely, we confronted bunches of new difficulties 

for gathering the information. We scraped bunches of news articles on various subjects to 

get the data set. It was hard managing the dataset. For cleaning and normalizing the dataset, 

we utilized distinctive sorts of steps and strategies. In the wake of preparing every one of 

the information with various layers with distinctive size's age took so long in our machine. 

In this way, keeping a decent persistence for getting the last result was required for us. 

There could have been no other dataset or examination connected with our review, in this 

manner, it was hard to oversee and go ahead to get the most elevated level of exactness in 

our results. Lastly, we do acknowledge that the end result can be done better. 
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CHAPTER 3 

 RESEARCH METHODOLOGY 

 

3.1 Research Subject and Instrumentation 

The subject of this research is to find out the solution for Bangla real-word error. This is 

a research area for Natural Language Processing or NLP for short. The problem of 

handling real-word error is a semantic error in terms of NLP. A semantic error can occur 

not only in natural languages but also in programming languages too. The semantic error 

refers to the violation of the rules of the meaning of a natural language, or programming 

language in that manner. The instrument or tools we used to do the research was very 

standard tools for any deep learning research. The operating system for our computer was 

a Windows10 operating system, Our environment for the work includes TensorFlow, 

NumPy, Matplotlib, Pandas, and some other Python libraries with a python 3 virtual 

environment.  

Most of our research work was done with a Jupyter Notebook rather than a Text Editor or 

other Python IDEs. All of this work can be also done in Google Colaboratory. 

 

3.2 Data Collection Procedure/Dataset Utilized 

The data used in this project are Bangla news article data, which was collected through 

scrapping newspaper websites. All the data are from the same newspaper. The dataset 

contains 1500 news articles 1000 of them were used to train the LSTM model and 500 of 

them were processed to be used in testing the model. 
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3.3 Statistical Analysis 

There was a total of 27176 words in the training corpus. And some of them occurred only 

once or less than 10 times. So, we discarded rarely occurred words and only took 10,000 

words to work with. 

 

Figure 3.1.1: Most Frequent Words in Corpus 

Figure 1 shows most frequent 20 words in the corpus. Unfortunately, matplotlib doesn’t 

support Bangla language yet. So, I will list the words bellow with their frequency. 

 

 

1. 'ও': 3519 

2. ‘না’: 1902 

3. 'করে': 1881 

4. 'এ': 1876 

5. 'খেরক': 1760 

6. 'হয়': 1559 
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7. 'কো': 1364 

8. 'হরয়রে': 1287 

9. 'এই': 1091 

10. 'বরলন': 1046 

11. 'প্রিপ্রন': 974 

12. 'হরব': 956 

13. 'প্রনরয়': 936 

14. 'জনয': 902 

15. 'এবং': 890 

16. 'এক': 851 

17. 'একটট': 840 

18. 'িাাঁে': 823 

19. 'প্রনব বাচন': 819 

20. 'মরযয: 817 

 

 

 It is important to know the words in the corpus to build an effective model. As some of 

the words in the corpus is Noun and occurred very rarely as some might just occurred in a 

particular article only. 

 

3.4 Proposed Methodology/Applied Mechanism 

   3.4.1 Trigram Sequence Generation and Pre-padding 

Trigram sequence generation is the process where every sentence is divided into three-

word sequence in a way that every word in the sentence gets paired wThe sequence starts 

with a zero for the first two words in a sentencece starts with a zero. An example will help 

understand it better, as “ববশারখ আম পারক” will be sequenced as “0 ববশারখ আম” , 

and “ববশারখ আম পারক” . The reason for that is, when we make our training data, the first 

two word will be our feeding data, and the last word will be our label data. Such as, for “0 
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ববশারখ” we get “আম” as our label. Similarly, for “ববশারখ আম” we get “পারক” as the 

label. Making the dataset this way helps the LSTM model get some context of the sentence 

and can then identify words that does not match the context of the sentence. Text processing 

and training data creation process is shown in Figure 3.1.2. 

 

 

Figure 3.1.2: Text Processing and training dataset 

 

 

 

   3.4.2 Bidirectional LSTM Approach 

Bidirectional Long Short-Term Memory (LSTM) networks an extension of traditional 

LSTM that have the sequence information in both directions forward and backward. This 

kind of Recurrent Neural Network were designed to avoid long term dependencies 

problem. Bidirectional LSTM allows the model to recognize a sequence better by feeding 

it an input sequence into both directions, from beginning to the end and from end to 

beginning. There may arise some cases where we need more context to grasp a text as the 

beginning of the sentence might have an influence on the last word of a passage. Identical 

to this example, "ফুটবল একটট জনপ্রিয় খখলা" here, engendering the third word might be 
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troubling as the word can be the both "ফুটবল" as well as "ক্রিরকট". Additionally 

following into the context using LSTM can help understand the dependencies of generated 

sequences and choose the correct word. In this project, a sequential model of Bidirectional 

LSTM was used which consists of an Embedding layer, two Bidirectional LSTM layer of 

1000 neurons and relu activation function. Following these layers, was a dense layer of 

1000 neurons and last one is a dense layer consisting of neuron equal to 10,000 as of most 

frequent words in the training set and softmax activation function. The model was trained 

for 75 epochs with a batch size of 64. The neural network model uses a dense layer as the 

last layer which uses softmax activation function. Softmax activation function uses 

probability-based prediction function, it is a mathematical function that changes over a 

vector of numbers into a vector of probabilities, where the probabilities of each value are 

corresponding to the overall size of each value in the vector. So, by using softmax 

activation in our last dense layer of the network we can predict the likelihood of a word 

occurring after a sequence of two word out of the 10,000 most frequent words. By 

crisscrossing a whole sentence, the neural network that have been trained will predict the 

correction of an error word in a sentence. It will automatically distinguish whether the word 

should be substituted or not, hence handling both error detection and correction of the word 

with most likely correct word with the help of formerly fed training data-set. The neural 

network architecture is in figure 3.2.1. 
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Figure 3.2.1: Neural Network Architecture 

 

The workflow of the system is demonstrated in Figure 3.2.2. 
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Figure 3.2.2: System Architecture for Bangla Real Word Error Detection 

 

 

 

 

3.5 Implementation Requirements 

1. Python 3.8 + 

2. Numpy 1.3 + 

3. Pandas 1.3.4 + 

4. Tensorflow 2.3 + 

5. Regular Expresion/ python re 
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CHAPTER 4 

 EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Experimental Setup 

For the experimental setup, we used an Anaconda environment where all the required 

python libraries were installed. For this experiment, we needed some python library for 

various purposes, such as computation, visualization, text processing, and other needs.  

For the testing of the implemented model, we prepared 102 test sentences, where 47% of 

the sentences were grammatically wrong, with real-word error. The model successfully 

recognized the error 74.450% of the time.  

 

4.2 Experimental Results & Analysis 

The model could predict the next word from the context of a sentence with 85.47% 

accuracy. Which is good, but could be better with a more powerful computational machine 

where we could train a corpus with more article and more words. But unfortunately, 

currently we do not have access to such computational machine. 

Table 2: Accuracy 

Training Accuracy Testing Accuracy 

85.47% 74.450% 

 

As it stands, the model is very news article focused and also, it’s another limitation was the 

dataset we could use to train the model. In spite of that the model worked really well on 

news article similar to what it was trained on. 

 

 



6 

©Daffodil International University                                                                                               17                                                                                               

 

Table 3: Input/Output Assessment 

Example Input Output 

1 প্রনহি বযক্রিরেে অপ্রযকাে প্রেরলন শ্রপ্রমক প্রনহি বযক্রিরেে অপ্রযকাংশই প্রেরলন শ্রপ্রমক 

2 সংকরট মানুষ কাে খশ্রষ্ঠটা প্রনরয় ো াঁড়ায় সংকরট মানুষ িাে খশ্রষ্ঠটা প্রনরয় ো াঁড়ায় 

 

For the detection and correction of test sentences the model was accurate 74.450% of the 

times. But fails at detecting other format of sentences, such as sentences used in novel or 

general conversation. This limitation can be easily overcome with appropriate dataset and 

a more robust and bigger LSTM architecture. 

 

4.3 Discussion 

In this project we tried to tackle a semantic error problem in Bangla language. This project 

has been a success, although there is much to improve on. Our final test accuracy is 

74.450% but our training accuracy was 85.47% which indicates overfitting on our training 

data. This type of behavior is very common for RNN cells, but the result could be further 

improved with unbiassed and larger Bangla dataset with better structural sentences. Our 

goal was to find out if a deep learning approach can handle the problem of real word-error 

detection and correction. We have succeeded on our research and the method shown in this 

project clearly shows that a deep learning approach to solve the real word error in Bangla 

language is a valid approach. So, further down this road we can expect better and more 

robust solution to this problem with a better deep learning algorithm and improved dataset. 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 

5.1 Impact on Society 

The impact on society of this project is indirect and subtle. From professional writers to 

students, everyone can benefit from a system where unintentional and unheedful mistakes 

are taken care of. People don’t have to spend a lot of time looking for mistakes that often 

goes unnoticed. Book publishers and editors will have an easier time doing their job and 

can be more productive. Books and other publications will have fewer errors that makes a 

reading experience much better. As of now, there is no established real word error 

correction system in Bangla language. So, the impact on society is dreadfully clear. 

Language is a vital part of any society and for Bangladeshi people it is something that we 

fought war for nine months. So, anything that enriches our beloved Bangla language is 

something impactful. This project is merely a step toward making a digital Bangladesh, 

where we can compete and work toe to toe with the evolving technology. The world today 

is very much technology dependent and it will continue to be so. There for we need to be 

up to date with the ever-changing technology and make a Bangladesh that is 

technologically advanced. 

 

5.2 Impact on Environment 

Impact on the Environment is not very clear cut for this project. The system we designed 

will run on existing computing devices, such as mobile phone, computer and tabs. With 

already existing electronic devices the impact on environment will not change very much. 

We use mobile, tablet and computers in our daily lives. It is necessary in this modern world 

to use devices that will aid us in our work or daily life in general. Our system if goes on 

production will be implemented in a software, like digital keyboards or writing software. 
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For training the model, we used negligible electricity as it is no more than the amount, we 

already use in our house daily. So, we can see the impact of this project is not necessarily 

very impactful or clear. 

 

5.3 Ethical Aspects 

There is no ethical dilemma of this project and it is totally ethical as well as upright. The 

project is about aiding a writer to write something in Bangla as smoothly as possible. The 

project’s motivation was to create a digital system where Bangla texts were checked for a 

better passage or para or just a sentence that can be written. This kind of system can already 

be seen in the English language and a few other languages but due to the complexity of 

Bangla grammar and also the lack of research on this topic, it was never been completely 

done. So, in this expect there are not really any ethical issues with the project. 

 

5.4 Sustainability Plan 

Computer programs are extensively used for different purposes. Commercially or 

noncommercially any computer program should be sustainable. Due to this project being 

heavily Deep Learning focused the sustainability is rather good. Apart from training the 

model, the trained model can be run on most computers or computing devices available 

nowadays. Sustainable software is software that is constantly being assessed in relation to 

the process of green and sustainable software engineering. This project is reliable and does 

not compromise future generations’ opportunities. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE WORK 

6.1  Summary of the Study 

In short, the research was a success. The results implicates that the approach we took could 

very well be used in detection of real word error in Bangla sentences. Not only in 

specialized sector of Bangla writing but in more generalized form too. The proposed 

method successfully detected and corrected Bangla real word error in Bangla news articles 

and indicates a future scope for more research on this topic. The problem of detecting real 

word error in a sentence was not so easy to tackle in the past, but with the development of 

powerful Deep Learning algorithms, it seems that this kind of problems are not impossible 

or even most difficult problems in NLP.   

 

6.2  Conclusions 

In this report, we have suggested the method of acquisition and repair of Bangla 

real name error based on Bigram and Bidirectional LSTM. Used data set 

here is a major impact on model training due to the lack of available quality resources and 

computational power. However, the proposed process achieved 74.450% accuracy in 

correcting the real word error where the word is systematically correct but change the 

original meaning of the sentence. Although the model was trained on more than four data 

sets each with an average of 20 thousand words, we look forward to further research on a 

variety of contexts and more balanced data in anticipation of gaining more interesting 

performance. 
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6.3  Implication for Further Study 

Further research of the projects includes using a bigger quality corpus. Trying more recent 

and state-of-the-art Deep Learning Transformer models, such as BERT, ALBERT, 

RoBERTa for the detection and correction of real-word error is in the scope for future 

study. The result found in this research indicates that Deep Learning algorithms could be 

the answer where we could really see the solution for this kind of NLP problems that were 

previously been seen as difficult problems for Applied Computer Science. 
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APPENDIX 

Appendix A: Project Reflection 

We began to research this project from Fall-2020. we did a lot of research on this topic. 

We have tried to learn about NLP, NLP in Bangla language, real-word error, research on 

real-word error detection in Bangla, Deep Learning applications in NLP, Language 

processing, and Bangla corpus in NLP research. We have collected much information 

about the work on real-word error detection in other languages besides Bangla. Then we 

decided for building a model with N-gram and LSTM and started collecting information 

about available Bangla corpora. Then we choose the Bangla news article for the research 

because it is relatively easy to gather and has a strict set of language architecture. This can 

help news writers on their article writing if succeed. 

This was hard to try to figure out how we could use Deep Learning for the solution of the 

problem. We then tried and failed on many attempts for the solution of this problem. So, 

when we finally succeeded in detecting and correcting Bangla’s real-word errors, it was a 

very satisfactory and fulfilling experience. Our proposed method will help take this 

research go further from where it was before. So, we hope this research encourages more 

researchers to work on this topic and take this research further. 
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