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ABSTRACT 

Sentimental evaluating is part of NLP research (SA). This dataset was created by scraping 

information from social media. The contents are also carefully categorized into positive and 

negative categories. Another name for this is polarity categorization. Emojis are becoming more 

widely utilized in written communication to express emotions or to repeat statements. Prior AI 

systems just looked at the arrangement of text, emojis, or pictures, with emojis with text 

continuously being disregarded, resulting in a variety of feelings being missed. A composite 

process technique of the "Pipeline" class is used to extract features and train the dataset, which 

incorporates Count-Vectorizer, transformer, and machine learning classifiers. In terms of 

accuracy, RF surpassed the other five classifiers. Even though LSVM has the lowest accuracy, it 

is also nevertheless gives excellent results. However, for current and critical linguistic data, this 

work has produced superior results, suggesting that adequate feature extraction was used to 

develop the model. In case of using different classifiers, my dataset was thoroughly concealed and 

cleansed for the models training, as i can see in some cases that the external symbols may prove 

to require difficulties while the analysis via models conjugation. The model is mainly based on the 

method of obtaining the accuracy via the UNIGRAM, BIGRAM and TRIGRAM structure. Which 

will be later be described through the article. My work was mainly to determine the two binary 

classes of positive and negative sentiment structure. I am quite satisfied with my achieved result 

by going through the related research works of such. 
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Chapter 1 

Introduction 

 

1.1   Introduction  

Computers are more enticing than Aladdin's magical lamp to humans who have sophisticated 

technology. The goal of human efforts is to make computers capable of recognizing natural 

language mechanisms in the same way that people do. One of the most regardful issue in the 

research sector called natural language processing contains issues like these (NLP). Sentimental 

analysis (SA) can be labeled as one of the mentionable important and influential topics of research 

in this era of information artefacts. 

In the previous year, many NLP re- searchers have been developed to find attributes from text, 

sentiment, or subjectivity detection, as well as subject or context categorization Researchers can 

use Sentiment Analysis to assess if a scenario is favorable, bad, or neutral (SA). Sentiment analysis 

is the process of acquiring information from public material in order to create people's attitudes, 

expressions, and thoughts regarding genuine products, information, issues, or forum debates. (i.e., 

political, cricket) [1]. Manually combing through this enormous stack of documents and 

uncovering articulated concepts through meticulous data categorization can be laborious and time-

consuming [2]. This is a massive problem area. When it comes to ambiguous statements, where 

positive words might indicate negative meaning or vice versa, a significant case develops. Firms 

used to spend a lot of time analyzing market demand or current trends, which might be frustrating 

at times. Bangla content is generated in great amounts in this modern age, with intellectuals', 

common people, and worldwide happenings blasting our thoughts and cognitive processes. Such 

occurrences characterize people's perceptions and ideas. In many sectors of human life, the dole 

of SA has now surpassed the dole of SA, including marketing and customer service in enterprises, 

social media monitoring, political opinion analysis, and many others. The most advanced 

sentiment analysis research has been done on text collected from social media platforms using 

machine learning (ML) algorithms. Regardless, SA on both text and emoji has been mostly ignored 

due to a paucity of assets and the intricacy of emoticons. Text categorization is one of the most 

fascinating fields to research since it eliminates sentiment utilizing a variety of 
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ML and DL techniques, as well as later advances. According to studies, deep learning was 

infrequently applied in sentiment analysis on both emoji and text data. As a result, the material 

and emojis were combined in this inquiry to find the notions. Similarly, the study created an emoji 

vocabulary and assessed the results using a deep learning system that combined emoji vocabularies 

with content highlights including phrase frequency measurement, inverse document analysis, N-

gram, and bag of words. This paper uses a unique and effective strategy. Algorithm with rules The 

Bangla Text Sentiment Score (BTSC) was created to detect sentence polarity and enhance emotion 

extraction by scoring a piece of Bangla text an enlarged Bangla emotional dictionary with 

weighted value will be used to assess the automated system, and the automated system will be 

categorized using a supervised machine learning technique. This is because the author realized that 

this method was effective for text categorization. The pattern and behavior of the dataset, as well 

as the underlying justifications for such a reaction, will be revealed through comparative analysis 

utilizing different classifiers.  

1.2   Motivation  

Whenever it concerns to Narrative research, scientists have long been fascinated by the ability to 

develop and work on languages in order to understand and predict human behavior. This 

requirement can only be understood through language. That is why I wanted to focus on this study 

genre for future advancement. In terms of sentiment detection, sentimental determination towards 

diverse phrases is a very natural and ongoing strategy nowadays. I can forecast a liberal approach 

for those phrases by using machine learning to discriminate between bad and positive reviews. 

Which is really my major incentive for doing this work. 

1.3   Research Questions 

● What precisely is virtual communities?? 

● What is Sentiment classification? 

● What is NLP? 

● Why NLP is important? 
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1.4   Expected Output 

The predicted result was that, by applying the model, which consists of many different algorithms 

that are to be trained and then evaluated by the dataset that comprises linguistic Bengali text data 

obtained from multiple social platforms, the model should be able to determine which are negative 

attitudes and which are positive. When working with text data, the algorithms are typically 

employed. As we all know, text data in Bengali may be difficult to deal with for true machine 

learning models; in this instance, the dataset was adequately preprocessed so that the output does 

not vary depending on the circumstances, which are the trash values. 

1.5 Report Layout  

The report has six chapters. Every chapter describes the different aspects of the "Sentiment 

Classification". Every chapter has different parts described in detail.   

Chapter 1: Introduction  

 The inspiration is clarified and the proposition objective and introduction are presented.  

 Chapter 2: Background Studies 

The applicable work is talked about and significant popular techniques are introduced 

corresponding related work.  

Chapter 3: Research Methodology 

Presents the information assortment, information pre-handling, and the element determination 

methodology.  

Chapter 4: EXPERIMENTAL RESULTS AND DISCUSSION 

the philosophies for assessment grouping are clarified and the result discussed.  

Chapter 5: IMPACT ON SOCIETY, ENVIRONMENT, AND SUSTAINABILITY 

The 3-assessment plan, the precision assessment, and the investigation are introduced.    

Chapter 6: Conclusion and Future Scope  

The end is drawn and my commitments are portrayed. 
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Chapter 2 

Background Studies 

 

2.1   Introduction 

In this section, we use taxonomy to lay out the available techniques, which investigates the impacts 

on various DL designs and discusses how such methods improve their capacity to function in South 

Africa in the multidisciplinary realm of NLP, sentiment classification was depicted as [3], and a 

relationship of in the detection of subjectivity and classification of polarity was described. The 

authors of [4] created a probabilistic model for learning a sequential representation of words while 

also applying a probabilistic function to learn the sequences of words. [4] describes a simple one-

layer-based CNN indication for undertaking text sensitivity analysis. Initially, a classification 

system was established to track occurrences based on the content of a posting. After then, an 

effective clustering-based technique was employed to detect and monitor the events, and a memory 

component was used to retain them. Aldhaheri et al. [5] suggested a novel neural network-based 

technique for event detection. This work has been broken into five sections that have been arranged 

in a logical order. Here is a literature review pertaining to our research subject, and it begins by 

presenting a summary of previous work on SA in other languages, as well as research conducted 

in Bangla. The methodology utilized in this work is discussed, which includes a discussion of the 

dataset, data pre-processing techniques, training and testing datasets, and feature extraction 

algorithms. The experimental data, as well as performance measurements and graphical and 

tabular representations of the results, are presented. It contains the conclusion and future work, 

which highlights the contributions of the intended study and suggests some potential next steps. 

2.2   Related Work 

Among the most frequently used machine learning applications in recent years has been outcome 

forecasting. These studies concentrated on particular challenges and made use of a range of 

machine learning approaches ways to deal with them. This paragraph highlights the Many of the 

professionals in the earlier area took effectively concluded. Sentiment Analysis (SA) includes 

several a collection of ideas, feelings, and literary subjectivities. In SA research, there are two 
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types of techniques: (a) lexicon- or corpus-based approaches, and (b) ML-based approaches. A 

dictionary is constructed manually or automatically using a lexicon or corpus-based technique that 

takes document orientation, words, and phrases into account [6]. This procedure is commonly used 

in the explained models, and other   

classification techniques. On the other hand, the ML methodology is one of the most widely used 

and advanced methods for categorization. Multilayer Perceptron (MLP), Support Vector Machine 

(SVM), Multinomial Naive Bayes (MNB), Maximum Entropy (ME), and a range of other basic 

classifiers have all been utilized successfully [7]. [22] analyzes the statement's positively or 

negatively meaning using a machine learning algorithm to determine mood in Bangla. The SVM 

classification method's advantage in topic-based categorization is shown in [23]. There are limited 

contributions to analyzing the feelings of such under-resourced languages. Thapa and Bal [8] 

observed the use of supervised ML classifiers on a sample of three hundred and eighty four book 

and movie reviews in a research study on Nepali language. The results of extracting features using 

the TF-IDF and Bag-of-Words (BOW) approaches demonstrated that MNB beat SVM and LR. In 

a 2019 study, Tabassum and Khan [9] collected one thousand and fifty Bangla texts from Facebook 

and Twitter. The dataset was classified into positive and negative attitudes using an RF classifier 

and techniques such as unigram, pos tagging, and negation, with an accuracy of 87 percent. 

Machine learning classifiers have shown potential in extracting feelings in other languages, such 

as Bangla, according to previous research. As a result, our suggested model will use a pipeline 

technique that incorporates vectorizers, TF-IDF approaches, and ML classifier modeling to 

analyze attitudes from Bangla news datasets. Another LSTM-based technique for discriminating 

polarity positive and negative sentiments was tested on 9337 reviews and found to be 78 percent 

accurate [10]. [11] extracted six categories of emotion from various types of Bangla YouTube 

video comments using a CNN and LSTM-based approach, with 65.97 percent and 54.24 percent 

accuracy on three and five labels sentiment, respectively. On other domains from the Bangla 

dataset, a CNN-based single channel approach [12] is utilized, however it is impossible to maintain 

optimal layer tuning. For a product evaluation, another project has been completed. Those who 

built the different classifiers of  Decision Tree, Logistic Regression,  KNN, SVM, and Random 

Forest using 1000 feedback mechanisms. SVM performed with the maximum accuracy, which 

was 88.81% [17]. Hossain et al. presented a machine learning-based method to discriminate 

between favorable and unfavorable 
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novels. On 2000 reviews of Bengali literature, they used LR, NB, SVM, and SGD ML algorithms. 

They found an increased accuracy of 84 percent during using multinomial Naive Bayes [18]. A 

strategy to recognize abusive comments, which are particularly detrimental to young people, was 

put out by Maliha Jahan et al. [15]. On the dataset, which they built by collecting input from public 

Facebook pages, they tried machine learning techniques such as Support Vector Random Forest, 

Machine, and Adaboost, and they acquired the highest accuracy of all of them, 72.14 percent. 

Hindi language analysis presented by Mittal et al. gives positive and negative validity of 82.89 

percent and 76.59 percent, respectively. To broaden the database's coverage and enhance 

uniformity, they chose to evaluate emotions. This article outlines an educational program that 

examines the emotions of Roman Urdu speakers using the sports, software, food and recipe, 

theater, and political genres. It has 10,021 sentences that were taken from 566 online 

conversations. The site's main objectives were divided into two phases: (1) creating a Roman Urdu 

corpus with human annotations for emotionally assessment; and (2) assessing methods for emotion 

analysis was based around Rule-based, N-gram (RCNN) models [24]. Md Gulzar Hussain and 

colleagues [16] examined Bangla texts to find offensive Bengali remarks that had been gathered 

from various social media. To get better outcomes, they suggested using unigram string methods 

and a root level approach to identify offensive remarks. The efficiency of text classifiers to detect 

child abuse in chat was investigated by Md Waliur Rahman Miah et al. [20]. They used 

Classification-via-Regression, Decision trees, and Naive Bayes classifier on the data set that was 

gathered from various websites. To identify potential child abuse in the data set, Chintan Amrit et 

al. [21] used machine learning and text mining approaches. The machine learning models they are 

using are Random Forest and Support Vector Machine, and they received the highest score from 

AUC-metric. Two different methods were proposed by Tuhin et al. for identifying and classifying 

feelings in numerous aspects from all across Bangladesh. These were filled with a variety of 

feelings, such as euphoria, rage, sadness, dread, excitement, and sensitivity. In Naive Bayes, there 

are two strategies: the relevant answer and the grouping technique. The accuracy rating for the 

7400 words from Bangladesh utilized in the collection was 90%. After that, they compared their 

work to two others who both earned SVM grades of 93% and documentation consistency ratings 

of 83%. Every article has a unique emotional quality [19]. 
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An RNN network is a type of network. The Bi-LSTM approach was used on a manually labeled 

dataset of 10000 Facebook comments, and the accuracy was 85.67 percent; nonetheless, it has 

multiple noteworthy flaws in data preparation. [13]. When making an online purchase, it is 

essential to comprehend the needs of the buyer, but sometimes firms fall short of this need. In 

order to validate their assessments, C. Chauhan et al. used a machine learning system to distinguish 

between positively and negatively comments from potential customers. They studied various 

publications and found that Naive Bayes gave good results, although the results varied according 

to the circumstance, the strategy, and the goals [14].  

2.3   Research Summary  

The experiment's dataset was acquired at random from various websites and platforms on the 

internet. Extraneous data, numeric values, and special characters were removed from the dataset 

before to detection in order to produce a full and accurate detection result. The dataset had several 

repeat occurrences of various numbers and words, which were thoroughly evaluated and deleted 

for performance reasons. 

2.4   Scope of the problem 

This study offers and discusses exams in a presumption investigation of Twitter presentations 

pertaining to US carrier organizations. The purpose of this investigation is to determine whether 

tweets may be classified as good, negative, or neutral. Through informal communication sites, 

clients may discuss and exchange their facts, opinions, and speculations. Carrier tweets are now 

well known and are being proclaimed as a dataset assess customer concerns. In this study, the 

experts built a model by grouping extremity through explanation using classifiers KNN, Logistic 

Regression, and Random Forest. The experts gathered tweets from neighboring planes about their 

participation with the administrations. To better understand the trial's outcome, the analysts 

decided if a tweet was good, neutral, or negative and gave quantitative and subjective assessments, 

as well as conclusion examination. Individuals would be one step ahead of dynamics and 

automation in this field of observation. 
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2.5   Challenges  

In this study, I considered the slant assessment based on voyager feedback in regards to carrier 

organizations. My proposed method indicated that both element determination and over-inspection 

techniques are equally important in terms of improving our results. The use of highlight selection 

algorithms has recovered the best subset of highlights and reduced the calculations required to 

create our classifiers. However, it has reduced the skewed appropriation of classes present in a 

major part of our smaller datasets without creating overfitting. My findings provide persuasive 

evidence that the suggested model has excellent grouping precision in forecasting events structure 

the two groups positive, negative data. It was also a difficult challenge to organize Bengali text 

and process it for model training. 
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Chapter 3 

Research Methodology 

3.1   Introduction  

In this section, I will briefly outline the process I used to finish my study job. To disguise the 

complex machine learning techniques, I donned several Python programming languages. Because 

the dataset is the most important aspect of the Natural Language Processing method, the algorithms 

were chosen and placed on my dataset frequency. These are all advanced machine learning 

approaches that produced the desired outcome. The purpose of my research was to find an 

uncommon rule placed algorithm. Figure 1 depicts the technique of visualizing the procedure using 

a flowchart 

 

Figure 1: Method Directional Flow Chart 

As in the flow chart described at first, I collected a genuine amount of data considering to train 

and test my model in purpose of our experimentation. And then the dataset was prepared for this 

propaganda. By preparing I have thoroughly described a small after in this article of how did I 

cleaned the dataset and got rid of unnecessary elements for my model performance and 
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result’s sake. Now in this section I will describe about the model main parts of implementation by 

describing the Unigram, Bigram and Trigram. And then the model evaluation is described in the 

Experimental result and Discussion section in afterwards.  

Although before I explain the detailed structural and equations concealed of the n grams, we would 

like to explain the reason I chose this n-gram based model then typical machine learning existing 

models, The main reason in such case is that of its flexibility and adaptability. As we know that 

Bengali NLP can be proven to be quite difficult to execute than certain other NLP languages. I 

chose this method to be quite adaptative towards my dataset performative concertation.  

N-Gram  

For n = 1, the n-gram model is referred to as a unigram model. Bi-gram is defined similarly for n 

= 2, and in the case of tri-gram is n = 3. This straightforward statistical tagging technique is called 

the unigram (n-gram, n = 1) tagger. It provides the label which most closely matches the text within 

each token. Because the term often is more frequently employed as an adjective (e.g., a common 

word) than like a verb, it will, for instance, label all instances of a word with the letter.  A unigram 

pos tagging should be taught on a training data before use to tag data. The much more popular tags 

for every phrase are identified using the database. Any token not found in the training examples 

will be given the preset tag Nothing by the unigram tagger. 

Let S(wi,wj) provide the proportion of prefix similarity. After a comparison of the prefixes of two 

distinct nouns, the total compensation yields this proportion. 

S (wi,,wj) =  𝑙𝑒𝑛𝑔𝑡ℎ(𝑚𝑎𝑡𝑐ℎ𝑃𝑟𝑒𝑓𝑖𝑥(𝒘𝒊,𝒘𝒋)) / 𝑀𝑖𝑛(𝑙𝑒𝑛𝑔𝑡ℎ(𝒘𝒊),𝑙𝑒𝑛𝑔𝑡ℎ(𝒘𝒋)) × 100 

We initially compute the overall amount of words shared between such a set of phrases' listings 

for their preceding and succeeding phrases in order to determine how comparable their contexts 

are. 

𝑚𝑎𝑡𝑐ℎ𝑃𝑟𝑣 = 𝑐𝑜𝑢𝑛𝑡(𝑚𝑎𝑡𝑐ℎ𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠𝐿𝑖𝑠𝑡(𝒘𝒊, 𝒘𝒋)) 

[ N-gram Figure ] 
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Applying N-gram Feature (সবাই কে অসংখ্য ধন্যবাদ) 

Table 1: Differentiate between n-gram feature on a Bengali text 

Unigram Bigram Trigram 

সবাই  

কে  

অসংখ্য  

ধন্যবাদ 

সবাই কে  

অসংখ্য ধন্যবাদ 

সবাই কে অসংখ্য  

কে অসংখ্য ধন্যবাদ 

 

3.2   Research Subject and Instrumentation 

My selected title is " Sentiment Classification in Bengali Linguistics Using Directed Machine 

Learning Techniques ". This is a key research sense in Natural Language Processing. To date, I 

have inspected the way toward doing estimating investigations in Bangla using the defined and 

theoretical approach. A remarkable learning model necessitates a high structure computer and 

many instruments. The example of an idea analyzer is given beneath the primary instrument for 

this model.  

Hardware and Software: 

⮚ 4GB RAM and Intel core i7 9th generation. 

⮚ 1 TB Hard Disk. 

Tools: 

⮚ Windows 10 

⮚ Python 3.8 

⮚ Jupyter Notebook 

⮚ NLTK 
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⮚ Pandas 

⮚ Numpy 

3.3   Data Collection 

My gathered amount of a certain dataset comprises 16211 data's that make up sentences. The 

lines were culled from a variety of social media networks, including Facebook, Twitter, and 

Instagram. The dataset was separated into two categories: Positive and Negative. The dataset 

distribution is depicted here based on class differences. 

Table 2: Class information 

 

Figure 2: Data statistics Diagram 

 

3.4   Dataset Distribution 

After all of the cleaning and clearing of untamed data, the dataset was finally ready to be divided 

into classes for train and test. The whole amount of data was divided in an 90/10 proportion. The 

train data size was 14589, and the test data size was 1622. 

Class Name Amount 

“0” or Positive Data 7939 

“1” or Negative Data 8272 
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Figure 3: Dataset Distribution based on sentiment class 

 

3.5   Preprocessing 

To prepare the dataset for the train case of the algorithms, I required to refresh the entire dataset 

by eliminating the junk character. What are special characters ("!", "@", "#", "$", "percentage ", 

"", "*") number character (1, 2, 3, 4, 5, 6, 7, 8, 9, 0) English alphabets (A to Z both capital and 

small letter style), white space, and duplicate character? The duplicate character might possibly be 

kept since the character a certain was reconciled repeatedly when accepting the data set. In order 

for the computer to recognize the difference between classes, the dataset must be raw. 

3.6   Stop word remove 

The stop word can be a commonly used term, in case of example, ".", ",", "'", "|", etc., that a web 

index has been configured to ignore, both while sorting parts for viewing and when recovering 

them as the result of a pursue enquiry. I wouldn't need these terms to take up space in our database 

or take up substantial handling time. I can effectively evacuate them for this by securing a list of 

terms that we believe to be stop words. Python's NLTK (Natural Language Toolkit) provides a list 

of stop words stored in 16 different dialects. We can find them in the NLTK data index. 
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3.7 Tokenization  

Tokenization is the process of breaking down the argument in relation to the sentence, and these 

single arguments are referred to as tokens. Tokenization is essential in such procedures for training 

the input to the algorithm. In the instance of labeling, the dataset was divided into two classes: 

positive and negative. 

3.8 Statistical Analysis 

1.     In the dataset total 16211 data is presented. 

2.     The dataset is divided into 2 classes. 

3.     14589 data is used for the train. 

4.     1622 data is used for the test. 

5.     Highest accuracy achieved by Unigram 67%, Bigram 68%, Trigram 68%.  

 

3.9 Implementation Requirements 

Python was the programming language I used to create the machine learning model. Panda's library 

is used for loading the dataset, while the NLTK library is utilized for preprocessing. The entire 

implementation is built in Google Colab. 
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Chapter 4 

Experimental Results and Discussion 

4.1   Introduction 

In the instance of my identification of negative and positive outcomes, the algorithms were able to 

achieve a very volatile and appreciating level of result. The graph below depicts the Unigram, 

Bigram, and Trigram of sentiment detection by our chosen methods. The methods were chosen 

and placed on our dataset frequency because, in Natural Language Processing, the dataset is the 

most important aspect of the entire operation. The algorithms we used were Linear Regression, 

Decision Tree, Random Forest, Multinomial Naive Bayes, KNN, Linear SVM, and RBF SVM. 

These are all advanced machine learning approaches that produced the desired outcome. 

4.2   Model Performance 

In terms of the unigram feature, MNB earned the maximum accuracy of 67.45 percent. Linear 

SVM earned the greatest F1-score of 69.77. The LR obtained the greatest precision score of 68.27, 

while the KNN achieved the highest recall score of 94.84. The MNB earned the greatest accuracy 

for Bigram performance characteristics at 68 percent. RBF SVM also earned the highest F1 score 

of 72.46. The MNB had the greatest accuracy score of 69, while the KNN had the best recall score 

of 98.56. In terms of the final Trigram feature for my study, the MNB earned the maximum 

accuracy at 68.55 percent. The Linear SVM obtained the greatest accuracy score of 87, as well as 

the highest F1 score of 69.22. The MNB also had the highest recall score of 91.  

.  

Figure 4: Model performance 
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The ROC (Receiver Operating Characteristic) curve given shows another describing graphical 

illustration where by determining the graphs performance, one can evaluate the binary classifier 

allocation.  

(a)          (b)            (c) 

 

  (d)         (e)             (f) 

 

Figure 5: (a) ROC curve of RF in unigram, (b) ROC curve of RF in bigram, (c) ROC curve of RF in trigram, (d) 

Cross-Validation ROC curve of RF in unigram, (e) Cross-Validation ROC curve of RF in bigram, (f) Cross-

Validation ROC curve of RF in trigram 

 

4.4   Summary 

Many words were rendered incomprehensible once special characters were removed, as these were 

also responsible for assessment in the event of sentiment expression. In some circumstances, I 

needed to take a different approach by re-processing them into a more positive perspective. 



17 

© Daffodil International University 

 

Chapter 5 

Impact on Society, Environment and Sustainability  

5.1 Impact on Society 

Every sentiment of human being nowadays may be allocated to the words we see on numerous 

web platforms on a daily basis. In this case, it is vital for these platforms to have a system in place 

to distinguish between genuine sentiments and planted aggression. This is why I've decided to 

concentrate my efforts on one of the most exciting genres of all time: comedy. I hope to do this by 

ushering in a more definite and diversified digital era. 

5.2   Impact on Environment 

The main impact on environment happens when there is massiveness of social sentimental 

corrosion. Say for an example, if a products rating is good or bad is discriminated via the social 

media comments, in such case the positive and negative emotion detection can come is very handy 

in case of preventing the product or persay any kind of social pool to uphold the contradiction to 

remain stated. In many cases when the negative multitude of work reaches to a certain depth of 

immoral views, it can be highly possible that there could occur an outrage of events. To help in 

dictate in such cases the work of mine could be proven quite efficient in stablishing a promising 

order. And let’s say by measuring such concept of positive and negative sentiments i can also help 

to remove of those which could be labeled harmful by the genuine people from their own 

experiences. The work of mine could be able to fasten the progression in such case. 

5.3   Ethical Aspects 

Because internet networking allows you to hunt for organizations that are interested in your 

benefits and pastimes, web-based living is one of the finest methods to meet and connect with new 

people who share your interests. This is great for meeting new people, but it's also great for love 

interests and web dating, which has grown more popular than traditional face-to-face meetings due 

to online life and any similarities to Tinder. 
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The internet is a wonderful tool for fast spreading news throughout the world, with "breaking 

news" tweets gaining a huge number of retweets in minutes. This might be highly valuable for 

informing people about crucial information, such as weather updates and missing children. As 

previously said, internet networking has had a positive influence on society in a variety of ways, 

all at no extra cost because all essential web-based life stages are free. Evaluate another object or 

administration that has ever transformed your life in terms of the internet, and then consider its 

cost. 

5.4   Sustainability 

● There are around two and three billion total dynamic social media-based life customers. 

● 90% of major corporate companies have at least two social media and other platform based life 

cycles. 

● in cases they are unable to get through their profile, 65 percent of individuals feel uneasy and 

uncomfortable. 
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Chapter 6 

Conclusion and Future Work 

6.1   Conclusion 

I feel that this study may make a new addition to the work's notion of the continuous developing 

age of BNLP in a vast globe where emotional intelligence is growing more connected with all the 

turbulence between our daily life structure and habits. Emotion detection has long been a source 

of contention among academics in this subject, and I hope that my work in this contribution will 

inspire others. So that i might envision a future in which technology augments one's intelligence 

in the case of a tragedy. I outline a method for classifying opinions of various sentiments in Bengali 

literature. I gathered information from a variety of reliable internet resources to achieve my 

purpose. I compiled data in a novel way, presenting just the words that are absolutely necessary to 

convey sentiment, leading to excellent accuracy. 

6.2   Recommendations 

The most recent trend in understanding the demands of the general public is experimental analysis; 

it's a simpler and more intelligent technique to study how people feel about a specific issue and 

the brand effect of smaller scale blogging. In this case, I analyzed people's sentiments regarding 

the aviation business, as well as United Airlines' ongoing problems and how the general public 

saw them. The investigation supported my beliefs about how successful a Twitter assumption 

investigation method is. The Logistic Regression and Random Forest classifiers employed in the 

computation, together with two programming for better results, clearly demonstrate the mass group 

assumption and, as a consequence, The airplane might readily examine the data and profit from it 

by attempting to enhance the features that look unpleasant or hated by the led audience. There are 

various options for this assignment, including: 

■ Take out any bias from the dataset. 

■ The percentage of data categories is evenly distributed. 

■ More categorization algorithms based on machine learning should be utilized. 

■ Classification necessitates parameter tweaking
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6.3   Implication for Further Study 

Because of the sensitive development of information on the web and internet-based live locations, 

businesses may use conclusion examination to gain insight into clients' perspectives about their 

items or administrations. In modern literature, sentiment based comment inquiry is frequently 

conducted utilizing a few days' worth of social media data. This barrier prevents factually 

significant and significant consequences from being realized unless social media material is 

frequently viewed. A comprehensive analysis of tweets must meet a few characteristics in order to 

provide a factually massive client evaluation.  
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