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ABSTRACT 

In recent years, face recognition has attracted much attention and its research 

has rapidly expanded by not only engineers but also neuroscientists since it has 

many potential applications in computer vision communication and automatic 

access control system. Especially, face detection is an important part of face 

recognition as the first step of automatic face recognition. However, face 

detection is not straightforward because it has lots of variations of image 

appearance, such as pose variation (front, non-front), occlusion, image 

orientation, illuminating condition and facial expression.  Many novel methods 

have been proposed to resolve each variation listed above. Nevertheless, 

implementing the methods altogether is still a great challenge.  Fortunately, the 

images used in this project have some degree of uniformity thus the detection 

algorithm can be simpler: first, all the faces are vertical and have a frontal view; 

second, they are under almost the same illuminate condition. There is some work 

done on this specific problem, but we propose an approach to detect face in real-

time by machine learning which will fulfill the requirements. We have applied 

some machine learning algorithms to our collected dataset’s features and got 

promising results.  And our model will help by detecting the face in real-time. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

This chapter describes the whole study in brief. The title is Face Detection Using 

Machine Learning Algorithms. In this era Image Processing is a huge field of 

research under Artificial Intelligence. It is one of the most featured topics in the 

world as it plays an important role in the world of AI. It helps the world in 

thousands of ways in different fields such as agriculture, medical science, 

security, and thousands of other visual identification problems. This chapter 

consists of Motivation, Rationale of the study, Research questions, Expected 

output, and Report layout. Where motivation discusses the issues on the face 

detection of Bangladesh that is going on and it also describes the necessity of a 

solution. And the Rationale of the study gives the reason behind the study and its 

necessity. Research questions show the list of objectives that this study is going 

to fulfill and the expected outcome shows the solution against those objectives. 

And finally, in the report layout chapter, we describe the whole report. 

 

1.2 Motivation  

 

As ours is a densely populated country, the number of people there is increasing 

day by day. So there is a problem to do face detection from different angles. In 

previous times, for scientists, analyzing face detection was an essential part. 

Nowadays image processing has motivated significantly on research work of 

automatic face detection. There are a lot of problems in our society. For example, 

when trying to catch a thief, it is seen that the thief cannot be identified from 

different angles. Or it turns out that in an office, college, university, and shopping 

mall, one has to face problems in many cases to identify the right person. And I 

can check if a person is a right person by extracting the accuracy of a person's 

picture from many pictures of a person. So we try to develop such an application 

and by this application will able to see detect a person. 
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1.3 Rationale of the Study  
We have discussed all the problems and limitations in our face detection in 1.2. 

Although the size of our country is small, the population is much higher. And in 

this growing country, crime, or various kinds of problems are constantly 

happening. Schools, colleges, hospitals, malls, roads, markets are all crowded. It 

is seen that there are always problems. But in many cases, we are unable to 

identify the person who caused the problem. And there is no way to identify a 

person from different angles. So another option is mandatory. Our main goal is to 

find out the accuracy of a person's picture from many pictures of a few people, to 

identify a specific person. After turning this model into software or an Android 

application, if a person collects all possible images and sends them to the cloud, 

the data will be stored forever and then the data can be sent to the authorities, 

and they can identify the person. This way any person can be accurately 

identified using this model. 

 

1.4 Research Questions  
While working on this thesis we faced a lot of challenges and problems. During 

our work, we faced different kinds of questions. Some types of questions were – 

• Which platform will choose for development?  

• Which facial parts will use for development? 

• Which database is used? 

• Which procedure is followed for collecting data? 

• Which of the algorithms are going to work well? 

• Can our model detect face well? 

• Can it able to show 100% accurate result? 

 

1.5 Expected Output 
The outcome of face detection project is given bellow:- 

• We worked as a team and worked step by step and did the work 

successfully. 

• Can identify face from any angle 

• User-friendly and reliable application. 

• We collected the dataset and preprocessed the data.   

• Our model classified the data well and all our applied algorithms worked 

very well and have shown great accuracy at detecting the face. 
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• We got 97 percent accuracy of our data, and in many cases, we got 100 

percent successfully. 

 

1.6 Report Layout 

 

• Chapter 1: Introduction  

 We discuss about the motivation, objectives and expected outcome of the 

project in this chapter.  

• Chapter 2: Background 

In this chapter, we have discussed all the research and their work and also 

discussed the scope of problems and which challenges that we faced. 

• Chapter 3: Research Methodology 

There are five algorithms using for Logistic regression, Decision tree, 

Random forest, Support vector machine (SVM), Elastic net. 

• Chapter 4: Experimental Results and Discussion 

We discuss every result and accuracy. And we Find out the final result get 

and discuss experimental Setup, Experimental Results & Analysis. In 

chapter four we have shown the results of our experiment and discussed 

the descriptive analysis of these results. 

• Chapter 5:Impact on Society, Environment and Sustainability 

How can impact on society, environment, sustainability is also described 

are any place. 

• Chapter 6:  Summary, Conclusion and Implication for Future 

Research 

In the final chapter, we discussed the whole system summary and also 

marked out the limitations of our system and the future of our work. 
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CHAPTER 2 

 BACKGROUND 

 

2.1 Preliminaries/Terminologies 
In this chapter, we will describe all the existing research work related to our idea 

and will discuss their works. We will find the strength and weaknesses of those 

research works. This chapter mainly describes face detection and the 

background study. It also shows the similar kinds of works that have been done 

before. This chapter includes face detection analysis, related works, research 

summary, and challenges. We will find the difference between them and our 

research work and also talk about their limitations. We will also describe the 

problem of our existing algorithm and why our Using Machine Learning 

Algorithms are the best. Lastly, we will describe the challenges of our research 

work. 

 

2.2 Related Works 
As detection is a major problem in any country, there is much study and research 

based on this topic. we have studied some research work to determine the 

feasibility study of Machine Learning Algorithms and research work and also 

discuss about which kind of Algorithms they are using to solve their daily life problem and what 

kind of features we can add to Machine Learning Algorithms. 

Here we will explain the related research works.  

Here the list of some research paper: 

• A smart login system using face detection and recognition by ORB algorithm [1] 

• A survey of human face detection methods [2] 

• Automatic student attendance system using face recognition [3] 

• Face recognition-based real-time system for surveillance [4] 

• Face detection and recognition using viola-Jones algorithm and fusion of PCA 

and ANN [5] 

• Face detection using skin color model and face recognition using ANN [6] 

• An face recognition challenge [7] 

Here we have mentioned a few research papers. In addition, we have seen many 

research papers. 
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2.3.1 ML and AI Algorithms 

 
Four deep learning models are trained by P. Ping et al. to examine the best result. They have 

used Yolo V3 which gave them the best accuracy which was 82%. After applying SSD, they 

have acquired 80% accuracy which was also good and 74% accuracy by F-RCNN. But after 

getting the almost perfect accuracy from these three models, HOG gave them nothing after 

applying on 1500 images. 

 

2.3.2 Deep Learning Models 

 
A. Kumar et al. collected 1500 images and made a dataset and they have applied deep learning 

models on them such as Inception-V2, F-RCNN, and Transfer learning. While detecting images 

and video in real-time it gives the best accuracy. 

 

2.3.3 Kirchhoff’s Theory 

 
By using Kirchhoff’s theory G. B. R. et al. detected real-time potholes but the theory had some 

limitations, to overcome this they applied CNN-DL. They send the data to the control room by 

detecting the potholes location using GPS. CNN-DL gave 99.2%, KNN 95.4% and Kirchhoff’s 

method gave 89.3% accuracy. 

 

2.3 Comparative Analysis and Summary 
In this work, we are going to detect faces by images. So, we collected the images 

and resized them correctly. And used the pre-trained mobilenetV2 model to 

extract features and completed the training part and increased the visualization. 

We also did the dimensionality reduction of our features and made them ready 

for applying classifier algorithms. Preprocessing part is now complete and we 

applied machine learning algorithms and got amazing accuracy from them. And 

we also saved the whole model for further implementation of any software or 

mobile applications. And finally, our work process is completed successfully. 

 

 

2.4 Scope of the Problem 

 
There are many research papers in Google where a person from different angles 

could not be identified correctly. Or there are many apps in the Play Store that 

cannot identify the face properly. But we have been able to identify the face using 

Machine Learning Algorithms. Unlike other apps, a person's picture accuracy 
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does not come. But we have been able to identify a person from many pictures of 

more than one person. And we have been able to find out the accuracy of a 

person's picture. We can identify one person from many people. We can be using 

machine learning algorithms to identify the person correctly. 

 

2.5 Challenges 

 
Actually, all work in the world has some challenges too. Our application has 

some challenges too. 

While doing all this we have faced many problems. Now it has taken a long time 

to collect information in this epidemic situation and we have faced various 

problems. We have taken information from our friends online. Many times we 

have not got friends online for which we had to wait a long time. Many times 

those from whom we took information could not give the information properly. So 

some pictures were taken as per their mind. Besides, small problems have been 

encountered. For the epidemic, we could not work directly in one place. We had 

to do all the work online. These were our main challenges in many cases we got 

a lot of information but could not apply it properly, but we were able to solve it. 
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CHAPTER 3 

PROPOSED METHODOLOGY 

 

3.1 Research Subject and Instrumentation 

 
This part is called the proposed methodology .now we are going to discuss the 

methodology that we are proposing for this model. This chapter consists of 6 

parts which are Workflow, Pre-Processing, Feature Extraction, Learning and 

Classification, Face Detection, and Software Devolvement. Where the Workflow 

part briefly demonstrate about the process of ours in total work sequentially. And 

the pre-processing describes the work an actual classifier on it and how we have 

made the dataset prepared for classifier. The Feature extraction part discuss 

about the process of feature extraction. The learning and classification parts 

describe the process of how we have done the classification.  The Face detection 

part demonstrates the detection part ours work and finally, the last part describe 

if there will be any software development need for our model or not. 

 

3.1.1Workflow 
 

For the whole research we have worked in a sequence. After we have started the 

research, we collected the images and preprocessed them. After the 

preprocessing part is completed, we extracted the features successfully and 

trained the features. Then we reduced the dimension of features in a way that no 

information is lost from the features and also increased the visualization. We then 

applied the classification algorithms. Successfully, classification and detection 

were completed. 
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Figure 3.2.1: Workflow process of this research 

 

 

 

 

3.1.2 Research Instrumentation: 

 
We have used some tools, and also installed libraries to make this research 

complete. All the used materials are given below. 

 

Tools we have used:  

 
1. Google Co laboratory 

2. Python Programming Language  

 

Libraries we have installed: 

 
We have imported a lot of libraries to make this process complete. All of them are 

given in the figure 3.1.2.1 and 3.1.2.2 which are given below, 

 

 

END 
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Figure 3.1.2.1Installed libraries 
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Figure 3.1.2.2.: Installed libraries 

 

 

 

Figure 3.1.2..3: Installed libraries 

 

 

3.2Data Collection Procedure/Dataset Utilized 

After the dataset collection was done, we went to resize all the images. And resized them 

so that no information is lost and it would be easy to extract features. The two figures 

3.2.1 And 3.2.2 given below show the pre-resized image and post-resized image. First, 
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we applied one image and checked if the system was ok or not, it was working well, and 

then applied all of them. 

 

Figure 3.2.1: Pre-Resized image sample 

 

 

 

Figure 3.2.2: Post-Resized image sample 
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3.3Statistical Analysis 

After the resizing process, we removed the output layer from the images and extracted 

features for one image, and then made a graph that shows the high-level feature 

distribution for that image which is given in figure 3.3.1. And when it is done, we extract 

features for the full dataset altogether and put them into a CSV file. To extract the 

features, we used the pre-trained  

MobilenetV2 model is a great model for feature extraction. 

 

Figure 3.3.1: High-level feature distribution 

 

3.3.1 Completing the Pre-Processing 

After we have extracted the features, we had to apply classifiers. But to get better 

performance we applied PCA, LDA, and t-SNE. Where, 

Principal Component Analysis (PCA) is a technique that is utilized to decrease the 

dimensions of datasets. Howleyet.al. In their paper described PCA in the case of 

classification. It is often hazardous to work with enormous datasets in the case of 
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classification. PCA primarily lessens the factors of a dataset bargaining as little data as 

could be expected. It works in different steps. The first one is standardization or 

normalization. Normalization is utilized to ensure that all factors with both high and low-

scale go to the examination similarly. The next step is covariance Matrix computation. It 

is a table that sums up every one of the potential associations between variables.  

Now comes the computation of Eigen values and eigenvectors and then sorting them and 

developing the principle matrix. In our case, we applied PCA to our features, and after 

embedding . 

It on a figure we got the result given below. 

 

 

Figure 3.3.1.1: PCA analysis result 

 

Linear Discriminates Analysis (LDA) is a novel strategy to diminish dimension. It is 

mostly utilized for solving the issues of classifications. It helps really great at showing 

the dissimilarities in various groups of datasets. To transform a big dimensional feature 

into a low dimensional feature without losing much information does its job. After 

applying LDA to the features of our dataset and embedding the result on a figure, we got 

– 
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Figure 3.3.1.2: LDA analysis result 

 

As high-dimensional data is troublesome to envision, solving the problem t-Distributed 

Stochastic neighbor embedding (t-SNE) is utilized. It actually reduces the dimension of 

data and makes it convenient to visualize. This function generator is for the space of 

high-dimensional original data. So, we can visualize the main theme of the data. 

Applying it to our feature we got – 
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Figure 3.3.1.3: t-SNE analysis result 

 

3.4 Proposed Methodology 

Facial recognition is a technology that is capable of recognizing a person based 

on their face. It employs machine learning algorithms that find, capture, store, 

and analyze facial features in order to match them with images of individuals in a 

pre-existing database. We use there are five Algorithms. Face detection via the is 

logistic regression is a supervised learning classification algorithm used to predict 

the probability of a target variable. Introduction Decision Trees are a type of 

Supervised Machine Learning (that is you explain what the input is and what the 

corresponding output is in the training data) where the data is continuously split 

according to a certain parameter. The leaves are the decisions or the final 

outcomes. Random forest is a Supervised Machine Learning Algorithm that is 

used widely in Classification and Regression problems. Support Vector 

Machine(SVM) is a supervised machine learning algorithm that can be used for 

both classification or regression challenges.Elastic net is a popular type of 
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regularized linear regression that combines two popular penalties, specifically the 

L1 and L2 penalty functions. 

 

 

Classification and Detection 

We completed all the preprocessing parts and the features are now more than 

ready to go to the next phase which is classification algorithms. We have applied 

five different algorithms of machine learning and all of them did a very good job 

at classifying and detecting the potholes. We are going to elaborate on each of 

them down below. 

 

3.4.1. Logistic Regression 

A supervised machine learning algorithm is an arrangement calculation algorithm 

used to appoint perceptions to a discrete set of classes. It shows great results in 

classifying our features.  

Its true-positive prediction accuracy is 100% and true negative prediction 

accuracy is 93% which is great. And this much accuracy means our pre-

processing and all the work is done well. And it also shows the test set accuracy 

of 99.60% and the validation accuracy of 99.74% which is quite a satisfying 

result. Figure 3.4.1 shows the test set and validation accuracy. 

 

 

 

   Figure 3.4.1: Logistic regression Accuracy 
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3.4.2 Elastic Net 

This machine-learning algorithm did also very well. This gives us the accuracy of 

true-positive prediction is also 100%. But it was a bit more confusing for the true 

negative prediction. Though it predicted 89% correctly, which is not bad a bit less 

than the logistic regression algorithm. It did very well at the detection where it 

gave test set accuracy 99.60% and validation accuracy 99.34%, which is very 

good. Figure 3.4.2 shows the accuracy of this algorithm from our features, 

 

 

Figure 3.4.2: Elastic Net algorithm result 

 

 

3.4.3 Decision Tree 

Decision Trees are directed machine learning where the information is 

persistently parted by a specific boundary. The tree can be clarified by two 

substances, in particular decision nodes, and leaves. This is one of the most 

used algorithms in machine learning. Although this algorithm gave us the least 

accuracy. Somehow it didn’t work well for our system. It gave us the true positive 

accuracy of 94% and true negative accuracy of 72% which is not acceptable, 

where others were doing much better. It gave us the test set accuracy of 74.21% 

and validation accuracy of 76.59%. It is a bit disappointing for us. Figure 3.4.3 

shows the test and validation accuracy. 
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Figure 3.4.3: Decision Tree algorithm accuracy 

 

3.4.4 Random Forest 

This algorithm is a bootstrapped collection of many decision trees. It is a 

commonly used algorithm. It gave us a true positive prediction accuracy of 100% 

which is an amazing result and a true negative of 85%, which is a bit less 

expected result. In detecting face this algorithm gives us 96.03% accuracy for the 

test set and 97.89% for validation accuracy. Figure 3.4.4 shows the test and 

validation accuracy of our features from our model. 

 

 

Figure 3.4.4: Random Forest algorithm accuracy 

 

3.4.5 SVM 

 

Support vector machine, a supervised algorithm of machine learning is one of the 

most popular. It does a great job at classifying and detecting. In our features, its 

prediction accuracy of the true positive is 99% and true negative is 94%, which is 

better than all the previous ones. It gave us 97.46% accuracy for test sets and 

97.45% for validation accuracy. This also is better than all the previous ones. The 
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logistic regression is just a little behind. Figure 3.4.5 shows the test and 

validation accuracy of our model. 

 

 

Figure 3.4.5: SVM algorithm accuracy 

 

3.5 Implementation Requirements 

We use Machine Learning Algorithms. For the system to function, it's necessary 

to implement three steps. First, it must detect a face.  

Then, it must recognize that face nearly instantaneously. Finally,  

it must take whatever further action is required, such as allowing access for an 

approved user. Experimental Setup, Experimental Results & Analysis. The 

Python 3.8. 10 is the final regular maintenance release.4 GB RAM (Minimum),80 

GB HDD, Dual-Core processor, CDROM (installation only), VGA resolution 

monitor, Microsoft Windows 98/2000/NT with service pack 6 / XP with service 

pack 2/ Windows 10 with service pack 2. 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

 

 

4.1 Experimental Setup  

The name of this chapter is experimental results and discussion. In this part, we 

will be describing the results of our research and describing it. This chapter 

consists of three main parts: Experimental results, Descriptive Analysis. The 

experimental results describe all the models and algorithms and their results and 

accuracy. The descriptive analysis describes each model and algorithm that we 

have worked with and detailed review of them. Finally, the summary part 

summarizes this whole chapter in brief and gives a final decision. 

 

4.2 Experimental Results& Analysis 

We have used some algorithms of machine learning on the features and 

acquired results from them. The main machine learning algorithms are Logistic 

Regression, Elastic Net, Decision Tree, SVM, and Random Forest. In the table 

below all the results and accuracies are given sequentially, 

 

Algorithm Validation Accuracy Test set Accuracy 

Logistic Regression 99.74% 99.60% 

Elastic Net 99.34% 99.60% 

Decision Tree 76.59% 74.21% 

Random Forest 97.89% 96.03% 

SVM 100% 99.60% 

Table 4.2.1: The result of applied algorithms 
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Among all the applied algorithms we got the best result from Logistic Regression, 

Elastic Net, and SVM, which is more than 99%. And the others haven’t 

disappointed us at all. Though the decision tree algorithm gave us 76% of 

accuracy, others are promising. Now, we are going to check the values of 

precision, recall, and f1 score for all the algorithms. 

 

Algorithm Data Precision Recall F1 Score 

 

 

 

 

 

Logistic 

Regression 

 

SIAM 1.00 1.00 1.00 

SORIF 1.00 1.00 1.00 

MAHIR 1.00 1.00 1.00 

TUHIN 1.00 1.00 1.00 

SIFAT 1.00 1.00 1.00 

ASAD 1.00 1.00 1.00 

NOMAN 1.00 1.00 1.00 

FOKRUL 1.00 1.00 1.00 

JOY 1.00 0.97 0.98 

SHAHIB 0.98 1.00 0.99 

 

Table 4.2.2: Precision, Recall and F1 Score results for Logistic Regression 

 

Algorithm Data Precision Recall F1 Score 
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Elastic Net 

SIAM 1.00 1.00 1.00 

SORIF 1.00 1.00 1.00 

MAHIR 1.00 1.00 1.00 

TUHIN 1.00 1.00 1.00 

SIFAT 1.00 1.00 1.00 

ASAD 1.00 1.00 1.00 

NOMAN 1.00 1.00 1.00 

FOKRUL 1.00 1.00 1.00 

JOY 1.00 0.97 0.98 

SHAHIB 0.98 1.00 0.99 

 

Table 4.2.3: Precision, Recall and F1 Score results for Elastic Net 

 

Algorithm Data Precision Recall F1 Score 

 

 

 

 

 

Decision 

Tree 

SIAM 1.00 1.00 1.00 

SORIF 1.00 1.00 1.00 

MAHIR 1.00 1.00 1.00 

TUHIN 1.00 1.00 1.00 

SIFAT 1.00 1.00 1.00 

ASAD 1.00 1.00 1.00 

NOMAN 1.00 1.00 1.00 

FOKRUL 1.00 1.00 1.00 
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JOY 1.00 0.97 0.98 

SHAHIB 0.98 1.00 0.99 

 

Table 4.2.4: Precision, Recall and F1 Score results for Decision Tree 

 

Algorithm Data Precision Recall F1 Score 

 

 

 

 

 

Random 

Forest 

SIAM 1.00 1.00 1.00 

SORIF 1.00 1.00 1.00 

MAHIR 1.00 1.00 1.00 

TUHIN 1.00 1.00 1.00 

SIFAT 1.00 1.00 1.00 

ASAD 1.00 1.00 1.00 

NOMAN 1.00 1.00 1.00 

FOKRUL 1.00 1.00 1.00 

JOY 1.00 0.97 0.98 

SHAHIB 0.98 1.00 0.99 

 

Table 4.2.5: Precision, Recall and F1 Score results for Random Forest 

 

 

 

Algorithm Data Precision Recall F1 Score 
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SVM 

SIAM 1.00 1.00 1.00 

SORIF 1.00 1.00 1.00 

MAHIR 1.00 1.00 1.00 

TUHIN 1.00 1.00 1.00 

SIFAT 1.00 1.00 1.00 

ASAD 1.00 1.00 1.00 

NOMAN 1.00 1.00 1.00 

FOKRUL 1.00 1.00 1.00 

JOY 1.00 0.97 0.98 

SHAHIB 0.98 1.00 0.99 

 

Table 4.2.6: Precision, Recall and F1 Score results for SVM 

 

 

4.3Discussion 

Among all the algorithms that we have applied, we can make a decision about 

the one that is best for our features, after doing a deep analysis. We must do the 

analysis in terms of something that we have applied to our system. As we have 

extracted the confusion matrix, precision, recall, and f1 score for each of the 

algorithms, we will choose the ones that work best for us by comparing each of 

their confusion matrix, precision, recall, and f1 score. Now, we are going to 

describe them and compare them accordingly. 
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4.3.1 Precision, Recall, F1-Score 

To check the quality of an algorithm on a dataset, precision measurement is 

used. If the precision value for an algorithm is good, that means the algorithm 

returns more applicable results than inapplicable. And recall measures the 

quantity of the returned applicable results. A high recall value means whether the 

irrelevant results are returned or not the most relevant results are returned. The 

F1 score measures the classification ability of an algorithm. A good f1 score 

value means a very low amount of false-positive and false-negative values. For 

all of these, 1 is considered the perfect result for an algorithm, and 0 is a failure. 

We are going to check all of these for each algorithm and compare them 

accordingly. 

 

4.3.2 Logistic Regression 

Logistic regression is a well-known algorithm in machine learning. It is an 

arrangement calculation algorithm used to appoint perceptions to a discrete set 

of classes. This algorithm works well on our system where it gives 99% of 

accuracy. That means it predicted very well. But we have to test it on the terms of 

the confusion matrix. Figure 4.3.2.1 shows the confusion matrix of this algorithm 

where the algorithm predicts the real normal data 99% correctly. And it is 

confused for only 1% of the normal data and wrongly predicts them as the face. 

And for the face data, the algorithm detects 88% of real face data as face and it 

gets confused about 12% of the face data and wrongly predicts them as normal 

data which is average so far. And we must admit that this algorithm predicts well 

overall. 
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Figure 4.3.2.1: Confusion matrix of Logistic Regression algorithm 

 

For this algorithm, the precision result is 1.00 and 0.99 for the face. So, it is a 

great score for the algorithm. The resulting quality is amazing. And we can see 

the recall score of 1.00. Only the Fokrul score of 0.97. This score shows the 

number of relevant results that the algorithm returned but somewhere it lagged a 

bit for the face data but we have to admit its accuracy. And the f1 score of almost 

0.99 and is also very promising. This shows the perfectness of the classification 

of this algorithm. 
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Figure 4.3.2.2: Precision, Recall and F1 Score result for Logistic Regression 

 

4.3.3 Elastic Net 

 

This is also a great algorithm and it has shown us a great accuracy of 99% of 

accuracy which is a very promising result. Let's check it through the confusion 

matrix. Figure 4.3.3.1 which is given below shows us the true positive value of 

99% which means the algorithm predicts the real normal face data 99% correctly. 

And it gets confused and wrongly predicts 1% of normal face data as the face. 

This is the same as logistic regression. But now let’s check its true negative 

values. It predicts 89% of faces correctly and gets confused for 11% of data and 

wrongly predicted as normal face data. This is a little bit disappointing and this 

result is not as accurate as logistic regression but it is also promising. 
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Figure 4.3.3.1: Confusion matrix of Elastic Net algorithm 

 

For this algorithm, the precision result is 1.00 and 0.99 for the face. So, it is a 

great score for the algorithm. The resulting quality is amazing. And we can see 

the recall score is almost 1.00.  This score shows the number of relevant results 

that the algorithm returned but somewhere it lagged a bit for the face data but we 

have to admit its accuracy. And the f1 score of almost 0.99 and is also very 

promising. This shows the perfectness of the classification of this algorithm. 
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Figure 4.3.3.2: Precision, Recall and F1 Score result for Elastic Net algorithm 

 

4.3.4 Decision Tree 

This is a very well-known algorithm in machine learning, and it is used 

enormously by researchers all over the world. But this one gives us the least 

accuracy in detecting which is 91.72%. For the confusion matrix which is in figure 

4.3.4.1 given below, it shows 74% of true positive results which means it predicts 

74% of normal data which are actually normal, and becomes confused about 

26% of data that are actually normal but it predicts them as the face. And again, 

it predicts 74% of true negative data faces and it predicts them as the face. But it 

wrongly predicts 26% of the data as normal face data. This is a bit disappointing. 
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Figure 4.3.4.1: Confusion matrix of Decision Tree algorithm 

 

As for the precision-recall and f1 score, figure 4.3.4.2 shows the results. The 

precision value is 0.76 and 0.74which is less than the previous ones by the 

quality of relevant results. For recall, the value is 0.74 and which shows the 

number of relevant results which can be called average. And the f1 score result 

is also average where it shows 0.81 and 0.60. The classification accuracy of this 

algorithm is not perfect as the others. This algorithm is not perfect by any means 

for our dataset. 
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Figure 4.3.4.2: Precision, Recall and F1 Score result for Decision Tree algorithm 

 

4.3.5 Random Forest 

This algorithm is a bootstrapped collection of many decision trees. It is a 

commonly used algorithm. In detecting face, this algorithm gives us almost 96% 

of accuracy. In figure 4.3.5.1 which is given below, we see that it predicts 97% of 

true positive data which is normal data. That means it detects all the normal face 

data correctly. But for face data, predicts 85% correctly and gets confused about 

15% of face data and predicts them wrong. We can see, it did well at predicting. 
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Figure 4.3.5.1: Confusion matrix of Random Forest algorithm. 

 

In the given figure 4.3.5.2, the precision value for this algorithm is 0.98 and 0.97 

which is great and this shows the good quality of the relevant results that the 

algorithm returned. And we can see the recall score is almost 97.  This score 

shows the number of relevant results that the algorithm returned but somewhere 

it lagged a bit for the face data but we have to admit its accuracy. And the f1 

score of almost 0.96 and is also very promising. This shows the perfectness of 

the classification of this algorithm. 
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Figure 4.3.5.2: Precision, Recall and F1 Score result for Random Forest algorithm 

 

4.3.6 SVM (Support Vector Machine) 

It is a supervised learning algorithm that is one of the most popular algorithms 

among all in machine learning. It is mostly used for classification in machine 

learning. It gave us the highest accuracy rate which is 100% for the test set and 

99.60% for validation. If we look at figure 4.3.5 which is given below, it shows the 

prediction rate of 100% of normal data which are truly normal, and that is great. 

For the face data, it predicts almost 99% correct about the true face.  

And gets confused for 1% of the face image and predicts them as normal data. 

This is a huge achievement. This is the best result so far. 
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Figure 4.3.6.1: Confusion matrix of SVM algorithm 

 

In figure 4.3.6.2 we can see the result of precision, recall, and f1 score for the 

SVM algorithm where it shows 100  values for precision. It is the best quality of 

the result so far. And the recall is 100 and which shows the number of relevant 

results. F1 score values are 100 and which is also an amazing result. All three of 

the results are the best among all the algorithms we have applied so far. So, 

SVM is the algorithm that is best for our dataset. 
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Figure 4.3.6.2: Precision, Recall and F1 Score result for SVM algorithm 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND 

SUSTAINABILITY 

 

5.1  Impact on Society 

There are many benefits facial recognition can offer society, from preventing 

crimes and increasing safety and security to reducing unnecessary human 

interaction and labor. In some instances, it can even help support medical efforts. 

Why is face recognition socially important? 
Accurate and rapid recognition of a face is critical for social functioning 
because it allows one to gauge behavior, intent, and appropriate social response, 
based on previous experiences. 
Advantages of face detection include better security, easy integration, and 

automated identification; Disadvantages include huge storage requirements, 

vulnerable detection, and potential privacy issues. 

 

5.2 Impact on Environment 

Much depends on the environment for face detection. And the face detection process has a lot of 

impact on the environment. The percentage of a person's face has been identified depending on 

the environment. To get 100% results, the balance of the environment must be right. There are 

many benefits to recognizing a person's face from different angles depending on the environment. 

Basically, face detection if it has a lot of impact on the environment. 

So if we want to identify the right person then it has a lot of impact on the environment. 

 

5.3 Ethical Aspects 

Restrict use of face detection data by establishing purpose boundaries. Data 

should preferably be processed for specific, deliberate, predefined purposes. 

Ethical issues often arise when data use crosses the originally stated purpose 
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boundaries, also known as the “lineage of intent”. Concern over the misuse of 

face detection technology is one of the latest fears over technological changes 

that have included Franken fish, mass surveillance, chip implants, and artificial 

intelligence (AI). As with these earlier examples, there is both confusion and 

exaggeration over potential risks. 

 

• Personal Privacy: It is an important aspect of ethical issues in information 
technology.  

• Access Right: The second aspect of ethical issues in information 
technology is access  

1. Right 
2. Harmful Actions 
3. Patents 
4. Copyright 
5. Trade Secrets 
6. Liability 
7. Piracy 

 

5.4 Sustainability Plan 

We are thinking of adding masked pictures, color videos, white and black videos. 
We plan to make our paper much bigger by adding these in the future. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH 
 

6.1 Summary of the Study 

 

Our system works and fulfilled its goal successfully which was to detect the faces 
accordingly.  

In the images we have chosen for this system, there were many angles. Our 
extracted features worked very well for the models of machine learning and the 
faces were detected successfully by those models. Before extracting features of 
the dataset, we resize the image altogether. Then we started training the 
features and after training, we applied different algorithms to reduce the 
dimension of the dataset,  

Reduced the features in such a manner that no information was lost from the 
features, and we also increased the visualization. By doing so, the features were 
ready and it would be easy for the machine learning algorithms to work properly. 
We applied a lot of algorithms which are Logistic Regression, Elastic Net, 
Decision Tree, SVM, and Random Forest. Almost all of them gave amazing 
results. The best result was given by SVM and Logistic regression, which are 
more than 98%. And all the others gave more than 95% except for Decision tree 
which gave the lowest that is also more than 91%. This result proves that our 
classification and feature extraction were perfect.  

This accuracy can be better in the future by adding more images to the dataset. 
And after the Implementation will be completed; the system will be easy for 
overall use. Finally, our model succeeded in detecting the faces and this system 
could be a perfect prototype for any university, road, market, the authority of 
Bangladesh and by providing orders for use in each location, will be able to 
identify every person very easily. 

 

6.2 Conclusions 

Our system is very effective and helpful for general people and we have no doubt 

that it will help people of all sectors. It successfully reaches our main goal, which 

is to detect faces accurately. Though the system has some limitations. To make 

our system usable, every place will have to mount a camera in front of the place.  

This system is not implemented on any software or android applications yet. 
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NoGPS system has been added to specify the exact location of the person 

identified. We have not added any dataset that was collected at night. So, we are 

really worried about this system's accuracy during the nighttime.  

The system cannot send data to the cloud with the location of persons, to give 

the information to the authority. In the case of night. If the person has the light in 

the right way, then our system will be able to identify the person. 

 

6.3 Implication for Further Study 

The main goal of this thesis was to detect any angle for a face accurately. And 

our model has done its part. But we will work hard on this topic further and take 

this work to a new level. As we have discussed in the limitation part about the 

things that are limited in our system. We are going to improve and develop them. 

We will improve the accuracy by applying more different algorithms. As our 

model lacks the ability to detect face at night, we are going to add a GPS system 

with a model that will store and send the location with the image of the face for 

uploading it to the server. The app that we are going to develop will receive the 

data and further that data will be sent to the app. We are going to develop both 

android and iOS applications, which will add a whole new chapter to this system. 

As every place will have cameras mounted on every place front, the application 

will be connected to the camera. But after the server system with the map is 

active not all places will need to have a camera cause the app will let them know 

about the exact locations. There is also a possibility that we are going to 

implement this system in hardware that will be implemented on the place with the 

camera and will beep while the camera detects a face on any place. And it will 

also have GPS and it will do the same work as that app. And the dash monitor of 

the main place will be added with it for giving an alert on those specific person 

locations. 
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