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ABSTRACT 

In Bangladesh egg is almost like a daily meal for many peoples. And egg has so much 

cholesterol and vitamin in it. As a result, the demand of egg is so much higher in our 

country. So, there are many types of egg supplies seen in the past. But recently, it is seen 

that there are the supplies of plastic eggs. Which is pretty tough to recognize by physically 

whether it is genuine or fake. Nowadays, there are so many report in the newspaper, journal 

about trading plastic eggs in the market and peoples are unconsciously buy them as well. 

Those eggs are so much harmful for human health. Therefore, we have thought about to do 

something for this problem. We have implemented a machine learning approach to identify 

eggs in the market. For that, we have collected samples of real and plastic eggs and made 

large datasets by capturing and collecting the images. Using those datasets, we have created 

some Convolutional Neural Network (CNN) models for check their accuracy in 

identification of an egg that is real or plastic. Among the models, InceptionV3 was the most 

accurate which is 99.7%. 
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CHAPTER 1 

INTRUDUCTION 

1.1 Introduction 

Bangladesh’s weather is perfect for poultry farming.  The weather is friendly. And egg is 

a big part of the poultry farming. The annual investment in poultry in 2017 was 300 billion 

BDT. An international poultry Show and seminar in Bangladesh shows that the annual 

production of egg in Bangladesh is over 7.34 billion eggs [1]. In our country Bangladesh 

egg is a regular food. People love to eat egg in their morning breakfast to their other 

afternoon snack. Sometime it has been a crucial food for the poor families. Because of its 

pricing and easy to cook. Eggs are a better source of protein for low income people. Egg is 

lower than fish and meat in terms of pricing. Its 21st century on the calendar, and it has 

been so easy to make clone of anything around us. Egg is not apart from that. Those fake 

egg are made by people for extra profit and make the production level higher. Because the 

demand is so much higher for the egg between our peoples.  

There were rumors that chines are making and exporting plastic or fake egg around the 

world. And the Asian countries are main target of that. A video got viral in Indian social 

media about the plastic/fake eggs [2]. Produced fake eggs looks mostly like the real one. 

It’s tough for a normal human being to detect the difference by their own naked eye. In a 

normal Egg there is 6gm of protein in the white portion. Its more than the half of its protein. 

But the whole fake egg is filled with chemical, additives and auxiliary agents. So we 

understand there is no vitamin or nutrition left in the egg. By the result the fake egg is 

standing so much harmful for a human health. Those fake eggs effect a human body in 

many ways, among theme Cancer, Liver disease and Metabolic disorder are common. So 

generally the plastic eggs and their nutrition’s are doesn’t seems like a blessing for the 

human health [3]. 

So, for that we have created a computer based model by that we can detect the real and 

fake egg. For that we have captured and collected a large dataset. Where a took real and 

plastic eggs separately. As it’s tough to recognize by the naked eye, so we made the mode 

for detect it by the computer. To either it’s a real egg or plastic one.  
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Figure 1.1.1 Procedure of preparing artificial eggs. ResearchGate [3] 

1.2 Motivation 

We know that the plastic/fake egg can be so much harmful for the human health. And as it 

is almost looks like the real one, it’s tough for normal human being to detect that with his 

own naked eye. The sellers are taking advantage of that and mixing the fake eggs between 

the real ones. So, after taking all of those things in the consideration we choose to make a 

model like this to detect the fake one by using the computer area vision. By using this we 

can aware people from buying those unhygienic eggs which is bad for a human health and 

prevent them from buying those fake/plastic eggs.  So, that was are motivation behind 

making this AI system. 

1.3  Definition 

As the eggs are common food in our country because of its easy to cook and its low price. 

So, we can understand the demand is so much high. It’s a common food for the low income 

peoples. Taking it as an advantage some dishonest sellers are selling plastic/fake eggs 
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mixing with the real ones. They do it for extra income. As the plastic eggs looks fully 

similar to the real ones, people are buying those and eating them without even knowing it. 

Those eggs are filled with lots of chemicals and unhygienic products. So, it’s so much 

harmful for our health. by eating plastic eggs, human’s metabolism factor can be effected. 

Plastic eggs can also effect brain nerve and liver. For its harmful chemical’s cancer can 

also effect in human body. Liver disease and cancer is common among of them [4].   

1.4  Research Questions 

Question which are focused in our thesis paper are given bellow: 

i. Situation of egg production and importing in Bangladesh market? 

ii. How can be classify between original and plastic egg? 

iii. Why pre-trained models (VGG16, VV19 and InceptionV3) are proposed over 

Sequential model? 

iv. How much the pre-trained models are performed in this project? 

 

1.5  Research Method 

At first we are going to collect of plastic and real both eggs. After that for identify we will 

sort or preprocess the data set. When the preprocessing is done, we will create a computer 

vision model from Machine Learning which suit our dataset. After choosing the right 

model we will start to train all the data we have in our dataset. When the training will be 

finished, we need to test some images from the dataset by the model to see either it can 

detect the real and plastic eggs or not. 

1.6  Research Objective 

Objectives behind our research: 

i. To Make people aware to stay away from buying plastic eggs. 

ii. To create a model which can identify real and plastic egg. 

iii. To let people, know about the bad sides of eating plastic eggs. 

iv. Help people to know about the plastic eggs characteristics. 
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1.7 Research Structure 

✓ Chapter 1: Introduction, Motivation, Problem Definition, Research Questions, 

Research Methodology, Research Objectives. 

 

✓ Chapter 2: Background Introduction, Related Works, Bangladesh Perspective.  

 

✓ Chapter 3: Research methodology introduction, Data collection, the data 

augmentation stage, the pre-processing stage, The Feature-Extraction Stage, 

Architecture of the Model, Working Methodology. 

 

✓ Chapter 4: Result and analysis – Experimental Result, Model Accuracy, Output 

Report. 

 

✓ Chapter 5: Conclusion and the future work. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction 

This research is about plastic egg Identification system which we made based in 

Bangladesh. For that we have created a Machine Learning algorithm which will help 

people to identify between plastic and real eggs.  

 

2.2 Related Works  

We used CNN Algorithm for this identification.  CNN is Convolutional Neural Network 

which is a deep learning algorithm. CNN actually take image as input and use it to identify 

what we want to identify. As we are detecting real or plastic egg by image that’s why we 

used CNN algorithm as our computer vision model. 

 

This paper [5] is about food detection and reorganization system. They gather food image 

samples, applied a computer vision algorithm on them to tell about the nutrition the food 

got in it. They used CNN algorithm for that. 

This paper [6] is about fruit classification which can be used by any shop to generate price 

by identifying the fruit. They have done that with CNN algorithm. For that they used image 

datasets.  

This paper [7] is about the modern agriculture in chine. Where they made a vegetable 

reorganization system. By using that they can recognize vegetable easily. That can make 

work efficiency higher and also cut low the amount labor force.  

This paper [8] is about identify between cat and dog by using image classification. They 

gathered 10000 images to train the algorithm. They used CNN algorithm here. Because 

CNN is known for an image reorganization computer vision model.  
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This paper [9] is about detecting pneumonia via neural network using X-ray images. They 

use datasets of Normal peoples and people who already detected with pneumonia chest X-

rays to train the CNN algorithm.  

This paper [10] is on detecting breast cancer by using Deep neural network. They actually 

working here with Computer Aided Diagnosis (CAD) system. That is quite popular 

nowadays.  

On this paper [11] they worked on recognizing digits from handwriting by using CNN 

algorithms. They took hand written 1-9 digits from various peoples to train the computer 

vision algorithm. 

The paper [12] is about recognizing emotion by human’s facial expression. For that the 

used pictures of human face with various expressions. They use those as datasets and 

trained CNN algorithm with those images. 

 

2.3 Bangladesh Perspective 

Egg is regular food for in Bangladesh. As it is lower in cost son it’s easy for low-income 

people to buy and eat. So, the demand is so much high we can tell by those facts. Sellers 

are taking advantage of that and mixing the plastic egg with the real ones by importing 

them. There are some videos also got viral on internet. It shows that, how the plastic eggs 

are making [13].  
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Introduction 

The Convolutional Neural Network (CNN) provide the most productive technique for 

image recognition. It is a renowned multilayer neural network and Its neurons are small 

configured whose are work as input/output. By using CNN, we have work with a dataset 

of two different classes images of original and plastic egg and the accuracy we have got is 

98%. To do that, our proposed models and the architectural design that is go through some 

basic several stage.  

 

                                

Figure 3.1.1 Working Flow Diagram 

In Fig 3.1.1, describes the basic working flow of our research. At first, we have created a 

dataset of image of original and plastic egg. Then we have preprocessed and augmented 

the dataset to make as an input. After that we have created our proposed models and fit the 
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dataset into it. Then we have trained and validate our models. And finally, we have 

identified and analyzed the output by using different type classification technique which 

we will be discuss later. 

 

3.2 Data Collection 

The dataset contains images of original eggs and plastic eggs which are captured 

physically, where some of plastic egg images collected from internet and rest of the images 

are captured from artificial plastic eggs which we have ordered from renowned online 

shopping market named Daraz. That’s how, we have successfully collected around 

6,444 images. After collected all of them, we have made a dataset of 2 classes (original or 

fake) and placed them in separate folders. The dataset contains two type of egg images i.e. 

egg shell and boil egg images. Figure 3.2.1, represent the sample dataset of our work. 

            

Figure 3.2.1 Sample Dataset of Egg Image 

 

3.3 The Data Augmentation Stage 

The data augmenting is a technique to modify or increase the amount of data. So, we have 

increased our data by doing slightly modification as well as augmentation. To do that, we 

have imported ImageDataGenerator class from Keras. we have applied horizontal flip as 

constant mode, height-width shift, transformations i.e. shear, zoom etc. And Finally, 

applied a random rotation about 45 degrees. After that, we have rescaled images pixel value 

(0-255 to 0-1) dividing 1 by 255. 
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3.4 The Pre-Processing Stage 

The primary goal of using CNN in most image classification tasks is faster processing and 

reduce the computational complexity which is likely to increase if the input are images. In 

our dataset, the images we collected are various sizes. So, we have resized all the images 

into 224×224 pixel to better visualization as well as reduce heavy computation and to do 

faster processing. 

 

3.5 The Feature-Extraction Stage 

The features were extracted from different variants of pre-trained CNN models. The 

classification result obtained from CNN Sequential model as a benchmark model which is 

not a pre-trained model. Therefore, this stage deals with the description of Sequential 

Model. When we make our own model we will compare it with benchmark model that how 

efficient and accurate it is. Since, CNN can easily do the feature extraction, so we can do 

that with the multiple models with different combination of features. 

 

3.6 Architecture of the Model 

We use CNN (Convolution Neural Network) which is the most efficient framework in this 

field. To do that, Firstly, we have ensured the dataset which has around 6444 images and 

the size of dataset about 3.5GB depending of the how much images in the dataset. Then, 

we split data 75% for training and 25% for testing the models. Since the data are collected 

via physically so that there might be have some form of glitch, size variation etc. So, we 

reshape our data so our models will be performing better. 

 

As we know, Sequential model is the base model of CNN. It has the several hidden layers 

like Conv2D, MaxPooling2D etc. And every parameter of the layers is not pre-trained and 

participate in the operation which is so complex to computation and increase processing 

time. So, we proposed to use some CNN pre-trained model which is offered by Keras. 

Those models are as follow: 

i. VGG16 
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ii. VGG19 

iii. InceptionV3 etc. 

During configure the model, the input weights was provided as ‘ImageNet’ so that only the 

parameter which achieved by the ImageNet layers will be train and the rest of all the 

existing layers will remain disabled. For instance, VGG16 model will train only 25,089 

parameters out of 14,739,777 parameters which is huge change in the model configuration. 

It’s enough to reduce computational pressure and will increase performance of the model, 

where sequential model takes all the parameters of layers weather it’s needed or not. So, 

we think our proposed model will do better in this prospect. Figure 3.6.1 describes the 

architecture of VGG16 model. 

 

 

Figure 3.6.1 Architecture of a VGG16 Model 

 

3.7 Working Procedure 

As the input data are images, so we have converted all the images into 1-dimensional array. 

Though, we will only train our defined layer, we have freeze early layers i.e., Conv2D, 

Maxpooling2D etc. in the network and define ImageNet weights as a layer. Then we had 

flattened all the layers and connected all the layers with a fully connected Dense layer. By 

computing all the parameters of dense layer will have produced a 1-dimensional array of 

output value by using the ‘sigmoid’ activation function to identify weather the array value 

defined as an original egg or plastic egg. Figure 3.7.1 shows the basic configuration of 

models where we defined a layer at the bottom and froze rest of all the layers. 
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 Figure 3.7.1 Basic Configuration of Layers [14] 

The similar process will be repeat for all the model we selected to working with them. We 

have sketched a generic code to making the process for other models easier.  
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CHAPTER 4 

Evaluation & Measure 

4.1 Experimental Result 

In this section, we have trained our pre-defined models with the desired dataset. Firstly, we 

have fitted the training and testing dataset into the VGG16 model. We have trained the 

model for 5 epochs step. After completing the training and testing process, we have 

generated a curve to show that how much performed our VGG16 model. For that, we have 

shown the comparison between ‘accuracy’ and ‘loss’ curve of VGG16 model. 

 

      

Fig 4.1.1 Accuracy and Loss Curve of VGG16 

 

Again, we have trained our pre-defined models with the desired dataset. But this time, we 

have fitted the training and testing dataset into the VGG19 model. We have trained the 

model for 5 epochs step. After completing the training and testing process, we have 

generated a curve to show that how much performed our VGG19 model. For that, we have 

shown the comparison between ‘accuracy’ and ‘loss’ curve of VGG19 model. 
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Figure 4.1.2 Accuracy and Loss Curve of VGG19 

After again, we have trained our pre-defined models with the desired dataset with another 

model. And this time we have selected InceptionV3 model. So, we have fitted the training 

and testing dataset into the model. We have trained the model for 5 epochs step. After 

completing the training and testing process, we have generated a curve to show that how 

much performed our InceptionV3 model. For that, we have shown the comparison between 

‘accuracy’ and ‘loss’ curve of InceptionV3 model. 

 

   

Figure 4.1.3 Accuracy and Loss Curve of InceptionV3 

From above all the curves we can see that, VGG16 provided more consistency and 

efficiency over of all models during the training and validation period. And VGG19 

provided an inconsistence curve with lower accuracy rate. But, the InceptionV3 provided 

higher accuracy rate over all the model. Therefore, InceptionV3 can perform better than all 

other models in the ImageNet classification. 
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4.2 Model Accuracy 

In this project, we have trained and validated three different models, and each of the 

performed well with better accuracy. Among all of them, InceptionV3 model provide the 

higher accuracy rate with 99.7%.  Here, Table 4.2.1 describes the average accuracy rate of 

the models. 

 

Table 4.2.1 Accuracy rate of the models 

Model Accuracy 

VGG16 93.8% 

VGG19 73.8% 

InceptionV3 99.7% 

 

 

4.3 Comparison 

The key objective of this project was to show that how much perform our proposed models 

over benchmark model. The sequential model was selected as benchmark model with the 

accuracy rate 93.8%. Where proposed models VGG16, VGG19 and InceptionV3 show the 

accuracy respectively 93.8%, 73.8% and 99.7%. VGG16 perform good as like sequential 

model. VGG19 doesn’t perform very well where accuracy score is less than the benchmark 

model.  That means, this model cannot provide justified score over sequential model. And 

last, InceptionV3 score highest accuracy rate among all the models. Therefore, our 

proposed model performs well over benchmark model to identify the original and plastic 

egg. Figure 4.2.1 show the comparison between the benchmark and selected models. 
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Figure 4.3.1 Comparison between the models 

 

4.4 Output Result 

                

Figure 4.4.1 Sample output of images 

We have selected some random images of original and plastic egg, then we have input the 

images as before which will covert images in form array. Then the array values are 
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processed through the output model. If the final calculation of the model provides output 

is the greater then ‘0.5’ will be classified as original egg. And the output is less than or 

equal to ‘0’ will be classified as plastic egg. Figure 4.4.1 describes the desired output of 

our project. 
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CHAPTER 5 

CONCLUSION AND THE FUTURE WORK 

In this project, our core objective was to identify the eggs available in the market are 

original or artificial/plastic egg which can be very dangerous for us. So that we implement 

a project to detect it where fraud traders are trying to sell the plastic eggs to the common 

buyer. To identify the problem, we have used a machine learning approach which is 

Convolutional Neural Network (CNN). In CNN algorithm, we have implemented the 

different models and compare that which model are perform well to identify the eggs. 

Among them, InceptionV3 model perform very well with the maximum accuracy. 

Therefore, this model can easily identify whether the eggs are genuine or plastic.  

As, we have implemented binary classification here that a single egg can be identified by 

original or plastic made, in future we will try to implement multiple object classification 

where multiple eggs are can be detected as original or fake from a single scenario. Besides, 

we will implement a platform-based app for this problem that will be easily identify the 

egg. 
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