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ABSTRACT 

 

The research project is mainly based on image classification. We also showed a path to Optical 

Character Recognition. If we are to define Optical Character Recognition is basically a technology 

which can change over a computerized image of content to editable content i.e it can change digital 

image to editable text. An OCR by using image processing and classification for Bangla dialect is 

proposed here. The primary step of this project is that to recognize and detect 'text', the usage of 

image classification and Convolutional Neural Network(CNN) is implemented. Characters are 

separated from the Corpus and then the most decisive and challenging of the project step is 

implemented which is the verification of the word or corpus. The Bengali word or corpus is then 

extracted from the digital image and then it is converted to digital font and then the digital font is 

compared with our accumulated data set to verify whether the word is absolute or not. To enrich 

the diversity of Bengali language in the field of technology the project plays a very significant role 

from its own view.  
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CHAPTER 1 

 

      INTRODUCTION 

 

1.1 Introduction 

 

According to Janendra Mohan Das's lexicon, there are about 150,000 words (approximately) in 

Bengali Language. However, even after having so many words the recognition of this specific 

language is comparatively negligible. On the contrary, the development in English Language 

compared to Bengali is very significant. This research project tries to analyze the approach of OCR 

(Optical Character Recognition). To detect and recognize ‘text’, the usage of OCR is implemented. 

The OCR model method changes digital image to convertible and editable text. The research 

project focuses specially and solely on the recognition of words i.e identifying it and then 

extracting the word from the image and then after conversion, verifying the words.   

1.2 Motivation 

 

We used to read numerous Bengali books, novels and newspapers. And in often circumstances, 

we often find that, there are a few troublesome or obscure words in it. Sometimes we ought to 

know the meaning of that particular word and even justify the correctness of that particular word. 

For this, we need to inquire about and create a framework to assist us out in certain circumstance. 

In the modern era, Bangladesh is becoming more and more digitalized and advanced in the field 

of technology. And moreover, there isn't a lot much work related with Bengali Language and 

Bangla word and corpus. Furthermore, there has never been a well-organized database for Bengali 

Transcribed Digits that may be used by the general public. So, for this very reason, we are 

motivated and enthusiast in working with this project.  

 

 

 

1.3 Problem Definition 

 
AI may be an exceptionally imperative term within the field of ICT in this advanced age. 

Application of AI will offer assistance to develop our Bengali dialect. To grant a legitimate 

arrangement it’s vital to discover out the problems and related necessities in this field. Fathoming 
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issues with Artificial Intelligence in a competitive way has long been truant in Bangladesh and 

Bengali-speaking community.AI Computer Vision Challenge. The challenge saw both local and 

international teams participating with unprecedented efforts. To create and provide easy, simple, 

acceptable and satisfactory outcomes AI is implemented to relinquish every other aspects. 

 

1.4 Research Questions 
 

The most questions those are centered in this proposal are given below: 

 

 What is the current situation of Optical Character Recognition (OCR) in Bangla Language? 

 What are the limitations of working with Bangla OCR? 

 How to extract Bangla Words and solve the limitations? 

 

1.5 Research Methodology 

The experiment data, data processing model architecture, training model, and outcome 

performance are all covered in this section of our research report. The proposed paradigm will be 

demonstrated in action at the end of this chapter. 

 

1.6 Research Objectives 

To perform this project more efficiently and smoothly we have some objectives to be achieved. 

Those are: 

 To identify Bengali words of the selective font. 

 To detect Bangla word. 

 To verify whether the word is correct or not. 

 Extract Bangla words or corpus from the digital image 

 

1.7 Research Layout 

 
Chapter 1: will cover the following topics: introduction, motivation, problem definition, research 

question, research methodology, and our project's predicted conclusion.. 

 

Chapter 2: will explain the background of this research, as well as related work and present state 

from the perspective of Bangladesh. 
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Chapter 3: We discuss about the methodology of our project in this chapter. The model structure 

and dataset will be described here. 

 

Chapter 4: In this chapter the train, test and validation of the model will be described. 

 

Chapter 5: The result and the performance will be described here so that we can assume the 

efficiency of this thesis based project. 

 

Chapter 6: It describes future work and the conclusion of this research. 

 

Chapter 7: states all the references used to accomplish this project. 
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CHAPTER 2 

 

BACKGROUND 

2.1 Introduction 

In In the perspective of Bangladesh, there has been absolutely no related work or practices where 

Bangla word is extracted to verify its exactitude using Artificial Intelligence. 

2.2 Related Works 

In this research topic, there are numerous ways for correcting the real-word blunder. Andrew, 

Golding, and Yves presented an approach that could be a hybrid of Trigram and Bayes' hypothesis. 

The Bayes hypothesis is based on word features, while the trigram hypothesis is based on discourse 

elements. The POS labeling trigram is used for distinct confounding words, while Bayes 

hypothesis is used for the same POS labeling of confounded terms. The suitable term is extracted 

using the Tribayes approach and the likelihood calculation. [1] 

POS tagging, Covered Markov Show, and Trigram were used by Davide Fossati. To label the 

phrase, POS labeling is used, and labeled sentences with unclear words are compared to well-

labeled tags to determine the difference. Contrasts are a sign that something has to be adjusted, 

and trigrams are used to fix the error. Mays has provided a realistic technique for dealing with the 

real-world error. [2] 

Sumit and Swadha offer a demonstration in which the highlights are extracted using the trigram 

and Bayes technique to deal with the real-world mistake.[3] 

Pratip and Bidyut proposed a demonstration that uses Levenshtein Remove to create perplexity 

and bigram and trigram to determine likelihood. It is unusual to come across a work in Bangla that 

deals with a real-word gaffe.[4] 

Akas Roy has presented a model that uses n-grams to check the correctness of a word in a phrase. 

He used n-grams of characters in his approach, and there is no substantial evidence that they can 

compensate for the real-word mistake.[7] 

Following that, there isn't any investigation into recognizing and correcting real-word blunders in 

Bangla dialect. As a result, we accept that our approach would provide a new research direction 

and broaden the scope of Bangla real-word mistake detection and correction. 
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2.3 Bangladesh Perspective 

 
If the scenario or perspective of Bangladesh is made into the point of consideration, there isn't 

simply any related work where a project proposes Bangla words or corpus to be primarily 

identified from a digital image and then converted to editable text and then extracted to verify the 

word's absoluteness. With the advancement of technology, Bangladesh is also progressing in her 

own way day after day. And in this modern era, the recognition of Bengali Language is foremostly 

ineluctable since there are so many native speakers of Bengali Language who lacks the 

apprehension of Bangla words and corpuses. There are more than 150,000(approximately) words 

in Bengali Language. So, in a mainstream consideration it is absolutely impossible for an 

individual to remember all these huge collection of words and corpuses and also to know their 

meanings is on another level of toughness. On a regular basis we read Bangla novels, newspapers 

and so on... and for the ones having inadequate apprehension about Bengali Language like the 

foreigners, the proposed project is a revolutionary one from its own prospect. 
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CHAPTER 3 

 

RESEARCH METHODOLOGY 

 

3.1 Introduction 
 

To achieve the highest accuracy we used 3 models of CNN model which means the 

convolutional Neural Network. With VGG16 model we achieved the best accuracy. 

 

 
 

Figure 3.1.1 Steps of Model Methodology 
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3.2 Experiment Data Set 

 

To perform this project we had to collect images of Bengali words enormously. We have 

collected nearly 2000 images of 200 Bengali words. There is 10 images for each word. The 

collection was done randomly from books, poster, signboards, leaflets, Headings etc. by smart 

mobile camera. Those images were in random shapes and size. In the research, between these 

2000 images we picked 1700 for training and 300 for testing. 

 

Figure 3.2.1 Collected Dataset 

 

 

3.3 Data Pre-Processing 

Though the data were collected all by ourselves but we need to pre-process the data to perform 

our research. The images were in various shape and size and their RGB were also different. 

Firstly we have to clean the data. For his we have to resize all our images into 100x100 shape. 

Then we converted our image in grayscale for better performance.  

 

Then we labeled our images with their perspective names and save it in a .txt file. Later we 

converted the .txt file into csv file as well. Labelling was an important part of data pre-

processing.  

 

We have used openCV to perform pre-processing of the data. Then our data is ready to train. We 

created a csv file to validate and verify the words whether it is correct or not. We also provided 

the corresponding English meaning through this csv file. 
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3.4 Architecture of the Model 

 
To identify the words from the image, we created three CNN models. There are two standard CNN 

models and a third that is created using the VGG16 model. VGG16 is a convolutional neural network 

with 16 convolution layers that is a version of the VGG model. [8]

 

  Fig 3.4.1: VGG model Architecture 

VGGNet-16 has 16 convolutional layers and a fairly homogeneous architecture, making it quite 

appealing. It just contains 3x3 convolutions, but it has a lot of filters. The input to the cov1 layer is a 

fixed-size 100 X 100 RGB image with a kernel size of 3. The image is passed through a series of 

convolutional (conv.) layers, with the channels being used with a very small open field: 33 (which is 

the smallest estimate to capture the concepts of left/right, up/down, and center). 

 

It also uses 11 convolution channels in one of the setups, which can be considered as a direct 

alteration of the input channels (taken after by non-linearity). The spatial cushioning of convolution 

layer input is such that the spatial determination is protected after convolution, i.e. the cushioning is 

1-pixel for 33% of the convolution layers. Five max-pooling layers, which follow a couple of the 

conv. layers, do spatial pooling (not all the conv. layers are taken after by max-pooling). With walk 2, 

max-pooling is done over a 22-pixel window. 

 

Finally, Fully-Connected layers are based on a stack of convolutional layers, each of which comprises 

a distinct depth of totally unique models. Two thick layers are used to depict matrix-vector 

multiplication. In the first dense layer, there are 256 hidden units, and activation value causes a 50% 

dropout rate. In order to tackle the issue, the over fitting drop out approach is used. The density in the 

second dense layer should be 200 without drop out to normalize the model, and the activation should 

be sigmoid. The model is built in this process. 
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Fig 3.4.2: Proposed model architecture 

 

3.5 Learning rate and Optimizer of the model 

The learning rate determines how much the weights are updated with respect to the estimated error. 

Choosing too small of a value and the model will train forever. So for this model we have chosen 

Adam Optimizer .0001 for update network weights and faster result. 
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The size of the model has no bearing on the learning rate. It works equally well for both 1x and 

16x model sizes. The learning rate is the model's most important hyperparameter. The following 

is the procedure for calculating each update with learning rate decay: 

   

    LR =initial_lrate × (1 / (1 + decay × iteration))                  

 

In this case, a learning rate decrease of 0.00001 was employed, and the learning rate was turned 

low to reduce the error. Keras-supported call back function was used to call the learning rate in 

order to fine-tune the model weight and reduce the learning rate when the model stopped 

progressing. 

 

3.6 Data Augmentation 

For strengthening our deep learning VGG16 CNN model, we updated our train and test data as 

well as the width, height shift range of 0.1. The following is an example of a data augmentation 

algorithm:              y =  argmaxj max({pij}1 ≤ i ≤ r)                                        

 

To use the sample's prediction, the classifier is most certain about:       

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑖𝑛𝑔 𝑎𝑙𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠: 𝑦 =
1

𝑟
∑  pij𝑟

𝑖=1                

          

In this work, data augmentation has played a key role in achieving the best recent results in a 

variety of text identification tasks, and it is utilized to expand the augmentation feature. With 

rescaling the image, we apply horizontal flipping, brightness changes, and random RGB color. We 

must multiply the data before performing any other processing, and the outcome is referred to as 

rescaling value. The model's color mode is RGB, and the RGB coefficients vary from 0 to 255, 

however in this case, such values can be extremely high. As a result, we use a horizontal flip and 

rescale the image (rescale=1./255). 

 

3.7 Training the model 

The VGG16 convolution layer and three fully connected layers are used in our experiment. By 

using this algorithm when we trained our model, it achieved the better performance with more 

accuracy. We use the batch size 16 with the number of epochs 50 and the dropout was 50%. This 

model achieves a fantabulous unimaginable accuracy of 100% with loss 1.749 and test accuracy 
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is 93.46%. Both the train and test images have a goal size of 100 x 100 pixels. The VGG16 CNN 

model used here can detect the word by more precisely classifying it.. 

 

 

Fig 3.7.1: Training CNN model Using VGG16 algorithm 
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CHAPTER 4 

 

  PERFORMANCE OF THE PROPOSED MODEL 
 

 

4.1 Training, Testing and the Validation of the model 

 
Our datasets are divided into training and test data, with a total of roughly 2000 photos. We used 

around 85% of the data (1700 total) for training and 15% for testing the suggested model (300 

total). The image processing deep learning frameworks TensorFlow and Keras were used as the 

backend. For both training and testing the datasets, we employed categorical mode with RGB color 

mode and a batch size of 16. The proposed model provides excellent performance and accuracy. 

The test and predicted data are displayed below after training: 

 

Fig 4.1.1: Result of prediction 

 

 

4.2 Model efficiency 

 

In this model we run 50 epochs. After completing 50 epochs, 98.5% of the accuracy for the training 

datasets and about 97% of accuracy for the testing datasets was achieved. We got a great successive 
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accuracy by this approach. So this CNN model can be used to recognize and detect Bengali word 

accurately. The efficiency of this model is visualizing here: 

 

 
Fig 4.2.1: Model Accuracy 

 

 

 
Fig 4.2.2: Model Loss 

 

The accuracy is calculated using the following formula, 

 

 

 

 

 

 
The confusion matrix is frequently used to describe the classification model's performance. For 

each type of dataset, the False positive(FP) rate is where an observation is negative and negative 

values are predicted to be positive, the True Positive(TP) rate is where an observation is positive 

and is predicted to be positive, the True Negative(TN) rate is where predicted values are correctly 

predicted as an actual negative, and the False Negative(FN) rate is where positive values are 

predicted as negatively. 

 

 

   Accuracy    =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
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CHAPTER 5 

 

RESULT COMPARISON AND ANALYSIS 

 
 

In this section we will compare our accuracy of the model with other previous works and model. 

Many researcher already worked on it and we made 2 more models for this work. The following 

table will show the comparison. 

 

Algorithm Accuracy 

CNN 70% 

Messalodi  54% precision, 

91.2% recall 

Otsu 77.6% precision, 

67.36% recall 

 

Gllavata 

84.94% precision 

85.94% recall 

 

Kim 

80% 

Efficient Text Extraction 

Algorithm Using Color 

Clustering for Language 

Translation in Mobile 

Phone[9] 

89.08% precision, 

80.15% recall 

 

Proposed Model 

 

98% 

 

Table 5.1: Comparison with previous works 

 

From this analysis part we can see that our model is more effective and accurate. Most of the 

algorithm’s accuracy are nearly 80-90%. But VGG16 algorithm worked more effectively. This is 
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totally a new approach for text detection and verification. But this has shown an enormous result. 

This will effectively work to detect Bengali words and verify them. 
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CHAPTER 6 
 

                                      CONCLUSION AND FUTURE WORK 
 
 
 

This The project mainly emphasizes on Image classification and CNN(Convolutional Neural 

Network) which mainly is the perfect way to implement this kind of recognized work. The models 

gained an accuracy of  when we were able to input the dataset perfectly. This sort of work can 

bring a great assessment in Bengali Language division for Bangladesh. This work can alter the 

circumstance of the rancher in Bangladesh. 

Anticipating to create and provide something big in the near future to provide more accuracy for 

the models. Since the models were trained with not a handful of datasets so the accuracy of the 

project has been . In the future by increasing the number of datasets to huge, it is expected to 

provide the aftermath more precisely and accurately.  
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