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ABSTRACT 

Steatosis, often known as fatty liver disease, is a common disorder brought on by an 

overgrowth of fat in the liver. There is a modest amount of fat in a healthy liver. A 

problem arises when fat makes up 5% to 10% or more of the weight of our liver. This 

illness is linked to a high risk of morbidity and mortality. The goal of our research 

proposal is to create a machine learning model that can help physicians identify high-risk 

patients, provide a distinct diagnosis, and prevent and treat FLD. 55 of the 105 people 

who were recruited had their FLD assessed. The sickness was found using classifier 

models. Among the models available are decision trees, K-Neighbors classifiers, logistic 

regressions (LR), random forests (RF), and linear regressions and Decision Tree 

Classifier. The link between the model's actual and anticipated values was examined 

using the confusion matrix. According to the study's findings, machine learning 

algorithms can accurately predict FLD. According to our research, the Logistic 

Regression model is the most reliable regression model. The Random-Forest-Classifier 

has a higher accuracy of 68 percent than the other classification models. Our method 

could be used to find FLD patients who could have a big impact on how treatments are 

delivered. The use of this algorithm for early prediction could lower medical expenses 

and save money on treatment.
 

 

 

 

 

 

 

 

 

 



©Daffodil International University 

TABLE OF CONTENTS
  

CHAPTER 

   

CHAPTER 1: INTRODUCTION      1-3 

1.1       Introduction         1 

1.2 Motivation         1 

1.3 Objective         1-2 

1.4 Research Question         2 

1.5 Problem Statement        2 

1.6       Expected Output        3 

1.4 Report Layout         3 

 

CHAPTER 2: BACKGROUND STUDY     4-7 

2.1 Introduction         4 

2.2 Related Works         4-6 

2.3 Summary         6-7 

 

CHAPTER 3: PROPOSED SYSTEM     8-11 

3.1 Introduction         8 

3.2 Description         8 

3.3 Process Diagram        9 

CONTENTS 

 
PAGE 

Approval  i 

Declaration  ii 

Acknowledgements     iii 

Abstract  iv 



©Daffodil International University 

3.4 Flow Chart         10 

3.5 Requirement Analysis        10-11 

3.6 Summary         11 

 

CHAPTER 4: METHODOLOGY      12-14 

4.1 Population Under Study       12-13 

4.2 Machine Learning                                         13 

4.3 Data Preprocessing                    13 

4.4 Model Building                               14 

4.5 Summary         14 

 

CHAPTER 5: RESULT AND DISCUSSION    15-18 

5.1 Introduction         15 

5.2 Input Analysis         15 

5.3 Output Analysis        15-17 

5.4 Discussion         17-18 

 

CHAPTER 6: COMPARATIVE ANALYSIS              19 

6.1 Introduction         19 

6.2 Comparative Chart        19 

 

CHAPTER 7: CONCLUSION                20  

7.1 Summary         20 

7.2 Conclusion         20 

7.3 Future Scope         20 

 

REFERENCES                                                                                                         21-22                                  

 



©Daffodil International University 

 

LIST OF FIGURES  

FIGURES PAGE NO 

Figure 3.1: Process Diagram 9 

Figure 3.2: Flow Chart Diagram 10 

Figure 4.1: Initial Dataset 12 

Figure 4.2: Final Dataset 13 

Figure 5.1: Classification report of Decision Tree Classifier Algorithm 16 

Figure 5.2: Classification report of Logistic Regression Algorithm 16 

Figure 5.3: Classification report of Kneighbor Classifier Algorithm 16 

Figure 5.4: Classification report of Kneighbor Regressor Algorithm 16 

Figure 5.5: Classification report of Random Forest Algorithm 17 

Figure 5.6: Result Analysis of Different Algorithms 18 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



©Daffodil International University 

 

 

 

LIST OF TABLES  

TABLES PAGE NO 

Table 5.1: Confusion Matrix Representation 15 

Table 6.1: Comparative Chart between Existing Works and Proposed Work 19 
 

 

 

 

 

 

 

 

 

 

 

 



©Daffodil International University  1 

 

CHAPTER 1 

Introduction 

1.1 Introduction  

A typical condition is fatty liver disease. It has a high rate of mortality and morbidity. It 

has been determined that FLD causes a financial expense. Hepatocellular carcinoma and 

non-cholestatic cirrhosis are long-term effects of FLD [1]. Furthermore, obesity, 

metabolic syndrome, and diabetes have all increased along with FLD prevalence [2]. 

1.2 Motivation 

FLD is thought to be a negative for the economy. The diagnosis, treatment, and 

prevention of the disease could be significantly impacted by earlier detection and more 

precise identification of those who are at high risk for it. In recent years, the biopsy has 

been primarily used to diagnose patients with this condition and is thought to be the gold 

standard. This method, however, is more expensive and intrusive. Its use may have 

specific adverse consequences or sampling flaws. The development of more efficient 

methods is necessary since the accuracy of ultrasonography in disease diagnosis greatly 

depends on the user. Machine learning (ML) is an optional approach that could be able to 

overcome these restrictions. As a result, we suggested a machine learning model that will 

predict FLD, and we have high hopes that both patients and doctors will benefit from our 

approach. 

1.3 Objective 

Due to the use of various ultrasound devices, poor picture quality, and patient physical 

differences, the diagnosis of fatty liver by ultrasonic imaging differs. On the other hand, 

a prediction model based on easily accessible clinical traits will help medical 

professionals in accurately detecting and making judgments on effective preventative 

measures, early diagnosis, and targeted interventions. There hasn't been a lot of in-depth, 

extensive study done on the use of models based on electronic medical data to forecast 

FLD. This is why we want to create a predictive model for fatty liver disease using 
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cutting-edge machine learning techniques, particularly the classification method. 

1.4 Research Questions 

i) How early detection and more accurate identification of Fatty Liver Disease at 

high risk for the disease could have a significant impact on its diagnosis, treatment, and 

prevention? 

ii) Is machine learning (ML) able to address the limitations of conventional 

approach to categorize Fatty Liver Disease patients? If yes then how? 

1.5 Problem Statement 

Higher FLD prevalence has been associated to higher economic costs. Biopsy has been 

used to stratify persons with this disease in recent years, and it has been recognized as the 

gold standard of diagnosis. This surgery, however, is more painful and costly. It has the 

potential to cause various adverse effects or sampling problems when utilized. 

Ultrasonography's accuracy in illness diagnosis is highly dependent on the operator [3], 

demanding the development of more efficient methods. As a result, accurate risk 

identification and early detection of FLD could have major implications for diagnosis, 

prevention, and, eventually, proper treatment. Machine learning (ML) is a different 

approach that might be able to solve these problems. The field of computer science 

known as machine learning (ML) use computer algorithms to find patterns in massive 

amounts of data and forecast different outcomes [4]. In a number of fields, machine 

learning techniques have emerged as a viable tool for prediction and decision-making 

[5]. Clinical data are readily available, hence ML has also been crucial in helping doctors 

make decisions [6, 7]. Machine learning can enhance prediction and uncover latent 

features that aren't visible but can be extracted from other data. Several machine learning 

(ML) techniques, such as logistic regression (LR), random forest (RF), artificial neural 

networks (ANNs), K- nearest neighbors (KNNs), support vector machines, extreme 

gradient boosting (XGBoost), and linear discriminant analysis, are currently being used 

in disease prediction with significantly higher accuracy than conventional methods 

(LDA) [8]. 
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1.6 Expected Output 

Our intention is to build a model that can assist doctors identify high risk Fatty Liver 

Disease patients so that they can start early treatment and prevent heavy damage to 

patients. We expect that our model will be able to classify patients with high risk of 

having FLD with more than 60 percent of accuracy. 

 

1.7 Report Layout 
 

 
Chapter 2: Here, we review the history of our chosen approach. A variety of existing 

models are compared to us, and we also give details regarding related projects, 

opportunities, and obstacles. 

 
Chapter 3: Give the work's engrossments. We established the various diagrams and 

other specifications. Additionally, we talked about the features. 

 

Chapter 4: In this chapter we discussed about the step-by-step methods we have applied 

to make our project successful. 

 

Chapter 5: Here we discussed about a descriptive analysis of the inputs and outputs of 

our project.  

 

Chapter 6: In this chapter we present experiment result of our work and discussed about 

comparative analysis of the result and accuracy of our work with some existing work. 

 

Chapter 7: Discussions were held about the project's scope for expansion and its 

conclusion. 
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CHAPTER 2 

Background Study 

2.1 Introduction 

Many research has already looked into the classification of fatty liver disease using 

medical imaging techniques as ultrasound, computed tomography, and magnetic 

resonance imaging (MRI). Imaging with ultrasound is non-invasive, affordable, simple to 

use, and portable. However, due to the use of various ultrasound machines, low picture 

quality, and patient physical differences, the diagnosis of fatty liver on ultrasound 

imaging varies. A prediction model based on readily accessible clinical characteristics, 

however, would assist doctors in accurately identifying and making a decision regarding 

prevention, early diagnosis, and focused intervention. The advantages of using 

classification models with information from the electronic medical record to predict FDL 

have not yet been thoroughly assessed. Therefore, our goal was to develop a predictive 

model for fatty liver disease employing cutting-edge machine learning techniques, 

particularly in the classification method. This is the largest study that has, to our 

knowledge, used machine learning models to predict FDL. In this chapter, we make an 

effort to provide an overview of earlier works that are relevant to our work as well as a 

sense of what we plan to accomplish. 

 

2.2 Related Works 

Ma, H., Xu, C. F., Shen, Z., Yu, C. H., and Li, Y.M. (2018) [9] conducted a cross 

sectional investigation utilizing machine learning approaches to predict Non-Alcoholic 

Fatty Liver Disease (NAFLD). They employed ultrasonographic methods to diagnose 

NAFLD, which has certain drawbacks but is still the most widely used method with good 

accuracy. Their findings offer valuable insight into the use of innovative AI approaches 

to predict NAFLD. Their model has some flaws as well, such as the lack of patient liver 

tissue biopsy data. Patients' liver tissue biopsy data could be added in future studies to 

construct a more accurate predictive ML model. Andrade, A., Silva, J. S., Santos, J., and 
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Belo- Soares, P. (2012) [10] evaluated the effectiveness of three classifier algorithms for 

hepatic steatosis diagnosis (Fatty Liver). This study provides a semi- automated 

categorization technique for evaluating steatotic liver tissues based on B-scan ultrasound 

data. Several features were extracted using Artificial Neural Networks (ANN), Support 

Vector Machines (SVM), and k-Nearest Neighbors (k-NN) and then used in three 

different classifiers (kNN). The classifiers were trained using the 10-cross validation 

approach. A stepwise regression-based feature selection method was also applied, which 

enhanced prediction accuracy. To build a more accurate and robust model more patients 

data is required. Feature extraction methods upon the original US images could be 

implemented to get more promising results. Furthermore, other classification methods like 

neural network and support vector machine classifiers should be implemented to 

enhance the efficiency of the process. R. Ribeiro and J. Sanches published an automatic 

classification system for the diagnosis of liver steatosis (FLD) from ultrasound pictures in 

June 2009 [11]. The features were chosen so that clinicians could diagnose the condition 

simply by looking at the ultrasound images. The outcome of their planned work is quite 

promising in terms of sensitivity and specificity. This project has several limits as well. 

More patient data is needed to construct a more accurate and robust model. To generate 

more promising findings, feature extraction methods on the original US photos could be 

used. Other classification approaches, such as neural networks and support vector machine 

classifiers, should also be used to improve the process' efficiency. Based on the features of 

liver ultrasonography imaging and clinical fatty liver diagnostic criteria A SVM 

classification model is built by Li, G., Luo, Y., Deng, W., Xu, X., Liu, A., and Song, E., 

(2008) [12]. They were able to diagnose fatty and normal livers with 97.1 percent and 84 

percent accuracy, respectively. Although this model has decent accuracy, more work is 

needed to add more enhancing features. Future study could focus on how to get consistent 

diagnosis and quantitative analysis results from ultrasound images acquired on various B-

scan equipment. Pei, X., Deng, Q., Liu, Z., Yan, X., and Sun, W., 2021 [13] found that 

when the variables are few, ML models, particularly XGBoost, have superior accuracy for 

FLD prediction. This method may be more beneficial in real-world clinical practice. In 
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order to predict FLD in a variety of datasets, this model will need to be tested in the 

future. The authors of [14] wanted to create a machine learning model that could help 

doctors classify high-risk patients and make a novel diagnosis, as well as prevent and 

manage FLD. Chieh-Chen Wu, Wen-Chun Yen, Wen-Ding Hsu, Md. Mohaimenul 

Islam, Phung Anh(Alex) Nguyen, Tahmina Nasrin Poly, Yao-Chin Wang, Hsuan-Chia 

Yang Their approach has the ability to detect FLD early, which would improve therapy 

precision and effectiveness. They only obtained data from a single medical facility. 

External validation and multicenter datasets, on the other hand, may improve performance 

and dependability. They were unable to distinguish between patients with fatty and non-

fatty liver disease due to a lack of data. They simply utilized a classification strategy; 

however, a deep learning approach may have been used to improve prediction. Birjandi et 

al. [22] created another classification model that uses a classification tree (CT) to predict 

the likelihood of developing NAFLD and identifies the most crucial variables that affect 

the condition. BMI, WHR, triglycerides, glucose, SBP, and alanine aminotransferase 

were the primary potential variables for predicting NAFLD based on the CT, and the 

model achieved a prediction accuracy of 80% with a receiver operating characteristic 

(ROC) curve area of 78%. Additionally, Jamali et al. [23] created a model using serum 

adipokines to distinguish between NAFLD and healthy people as well as between 

nonalcoholic steatohepatitis (NASH) and simple steatosis. 86.4% of the initially grouped 

cases were appropriately categorized based on NAFLD discriminant score. A machine 

learning model based on laboratory parameters was created and validated by Yip et al. 

[24] to identify NAFLD in the general population. 922 participants from a population 

screening study were randomly assigned to training and validation groups, and 23 

standard clinical and laboratory parameters were measured following elastic net 

regulation. 

 

2.3 Summary 

A frequent clinical consequence that is linked to high morbidity and death is fatty liver 

disease (FLD). The potential to develop a suitable plan for prevention, early diagnosis, 
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and therapy is given by an early prediction of FLD patients. Our goal was to create a 

machine learning model that could predict FLD and help doctors identify high-risk 

patients, establish a new diagnosis, prevent, and manage FLD. 
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CHAPTER 3 

Proposed System 

3.1 Introduction 

Fatty Liver Disease is a common condition. It has a significant morbidity rate. It has a 

great impact on economy too. Traditional system or technique of detecting fatty liver 

disease is expensive as well as painful for patients. An early detection of this ailment is 

possible with the help of Machine Learning technique and it will help both doctor and 

patient to a great extent. Therefore, we proposed a machine learning model to classify 

high risk patients. Our predictive model will give an early prediction result for high-risk 

fatty liver disease patients.  

 

3.2 Description 

At first, we will gather data and information from various clinics. Patients who had taken 

an initial fatty liver treatment will be included in study. After that a dataset will be 

prepared. In that dataset there should be predictive and predictor variable. The dataset 

needs to be preprocessed for building our model. Finally, after the preprocessing done, 

we will have our final dataset ready for model building. 

The final dataset will be used to build our predictive model by implementing various 

classification and regression machine learning algorithms. The algorithms we will be 

using are Linear Regression, Logistic Regression. Random Forest, KNeighbour 

Classifier, KNeighbour Regressor etc. After building the predictive model we will 

evaluate it. After a successful evaluation our model will be prepared. 
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3.3 Process Diagram 

Figure 3.3 illustrates the ML(machine learning) process. 

 

 

Figure 3.1: Process Diagram 

 

To build our model we had go through a step-by-step process that is given above as a 

diagram. At first, we collected our raw data by which our initial dataset is comprised of. 

After that we cleaned our data. We deleted the data of any variables having more than 

50% of missing values because missing values create outliers. After that we used feature 

selection technique to select the best set of variables for our model. After doing that we 

split our data into training and testing set to build our model. Training data was used to 
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train our model and testing data was used to test our model. After building our model we 

evaluated it with confusion matrix.   

 

3.4 Flow Chart Diagram 

 

Figure 3.2: Flow Chart Diagram 

 

3.5 Requirement Analysis 

To make our project successful we will use google colab for our data analysis, data 

preprocessing and model building. The minimum software and hardware that are required 

to run google colab are as follows: 

i) Software requirement (minimum): 

OS: Windows 7 SP1 

Browser: Google Chrome, Mozilla Firefox etc. 

ii) Hardware Requirement: 

Memory: 4 GB 

Graphics Card: NVIDIA GeForce GTX 970 
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CPU: Intel Core i5-4590 

File Size: 2 GB 

3.6 Summary 

FLD is a high-risk disease with greater morbidity rate. An early prediction could save 

patients life. Machine learning has the potential to predict FLD in the early stage. 

Therefore, we try to build a ML model that will help doctors to figure out high risk 

patients. We will collect data, prepare data and finally use those data to build our 

predictive model. After building we will evaluate the performance of our model. 
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CHAPTER 4 

Methodology 

4.1 Population Under Study 

We gathered data from the Family Care Foundation Located in Sabamoon Tower, 152, 2, 

Green Rd, Dhaka-1205 as part of a liver protection initiative. All patients who had 

undergone initial fatty liver treatment were included in the study in December 2021. 

Patients were excluded if they were, 

 a) under 30 years old,  

b) had a history of mental illness, or  

c) had a history of substance abuse.  

d) incomplete examination process  

e) an ultrasound test  revealed a suspected case of fatty liver. 

 

Figure 4.1: Initial Dataset 



©Daffodil International University  13 

 

 

Figure 4.2: Final Dataset 

4.2 Machine Learning 

The major goal of this work was to use classification machine learning models to choose 

prognostic markers for the prediction of fatty liver disease. We divided our machine 

learning approach into three pieces throughout this phase:  

1. Data cleansing, missing data resolution, data transformation, and data imbalance 

reduction are a few examples of data preprocessing.  

2. Variables selection: a method for choosing the most pertinent set of variables to 

include in the model's formulation (helps decrease overfitting, increase accuracy, and 

shorten training time).  

3. Model construction: choose a suitable classification for better prediction. 

4.3 Data Preprocessing 

This study comprised a total of 120 patients, with 62 of them being diagnosed with fatty 

liver disease. Because data preparation is a key stage in machine learning, we eliminated 

any variables with more than 50% missing values. 

We used the information gain ranking technique to determine the weight of each variable 

in this approach. It aided in determining the efficacy of factors included in the training 

dataset. Only variables with a score greater than 0 were included in the final model. 
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4.4 Model Building 

Patients with FLD were successfully identified by predictive classifier systems. 

Prediction models were created using classification approaches such random forest (RF), 

decision tree classifier (DTC), logistic regression (LR), and linear regression. We settle 

on these four models due to the following characteristic. The random forest (RF) 

ensemble classification technique was created in 1999 by Leo Breiman and Adele Culter 

[15]. This system is composed of a sizable number of decision trees. A randomly selected 

sample of the training set is used to build the tree, which is constructed separately using 

the generic technique of bootstrap aggregation (also known as bagging). A simple 

majority vote of all trees determines the ultimate outcome. In a wide range of 

applications, including medical diagnostics, RF has demonstrated to be a highly accurate 

method. Artificial neural networks are computer simulations of organic brain networks 

(ANN). It is a potent nonlinear model that has been shown to yield precise predictions in 

a number of CDS [16]. Perceptrons, which are synthetic brain cells, make up this model 

[17]. Similar to how they do in a typical neural cell, dendrites of an ANN convey the 

signal into the neuron. Replicated signal transmission occurs from an input layer via 

several concealed levels, and then to an output layer. On the other hand, each layer has a 

sizable number of perceptrons, and the perceptrons between layers are connected by 

various weights that can be changed during training. Up until each input matches the 

corrected input, it learns from a huge number of samples in the training dataset. A 

discrete choice model that is a part of the multivariate analysis family is logistics 

regression (LR). It is the most popular method of empirical analysis and is frequently 

used to contrast with machine learning research in the fields of sociology, biostatistics, 

clinical medicine, quantitative psychology, econometrics, and marketing [18]. It offers a 

variety of advantages, including a great deal of strength and accuracy. 

4.5 Summary 

A total of 105 people were found, and FLDs were assessed on 55 of them. The disease 

was identified using classification methods. There are several models available, including 

decision tree classification, logistic regression, K-Neighbors classifier, and RF. 
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Chapter 5 

Result and Discussion 

5.1 Introduction 

In previous chapter we discussed about the methodology of our project. In this chapter 

we will discuss about how our model is implemented in our data analysis platform. We 

also try to discuss about the input and output analysis in this chapter. 

5.2 Input Analysis 

At first, we imported our dataset in our data analysis platform. After that various data 

preprocessing techniques were applied. 

5.3 Output Analysis 

The confusion matrix was used to figure out how the actual and predicted values in the 

model related. [19] Table 1 shows the structure of confusion matrix of the research. 

Table 5.1: CONFUSION MATRIX REPRESENTATION 

 Positive Negative 

Predicted true (+) TP TN 

Predicted false (-) FP FN 

Accuracy: To measure model accuracy, divide learning models in medical practice to 

provide tailored patient care. By dividing the total number of positive instances by the 

total number of cases, doctors may be able to extract the minimal amount of data 

required to make a therapeutic decision. The percentage of accurately detected cases is 

provided by the accuracy parameter. The correctness of the model is defined as 
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Figure 5.1: Classification report of Decision Tree Classifier Algorithm 

 

                           

 

Figure 5.2: Classification report of Logistic Regression Algorithm 

 

                            

 

Figure 5.3: Classification report of Kneighbor Classifier Algorithm 

 

                              

 

Figure 5.4: Classification report of Kneighbor Regressor Algorithm 
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Figure 5.5: Classification report of Random Forest Algorithm 

 

Sensitivity: Sensitivity is defined as the ability to determine the degree of a trait in order 

to appropriately classify a person with disorders. The equation is as follows, 

 

Specificity: Specificity is defined as the degree to which an attribute is used to 

appropriately classify a   person who is free of ailments. 

 

To characterize the quality of the predicted class, quality measures such as sensitivity and 

specificity are utilized. Three metrics are used to evaluate the sensitivity, specificity, and 

accuracy of a medical diagnostic model. Precision, sensitivity, and specificity are the 

three criteria. 

5.4 Discussion 

The amount of data used in healthcare is always growing, and machine learning makes it 

possible to examine huge volumes of data quickly [20]. Therefore, there is a chance to 

employ machine choice [21]. The findings of this study demonstrate that machine 

learning techniques are suitable for reliably forecasting FLD. The most accurate 

regression model is the logistic regression. A typical consequence of critical illness that 

carries an increased risk of mortality and morbidity is fatty liver disease. Traditional 

diagnostic and therapeutic approaches have improved our understanding of FLD in recent 

years. However, it could also squander resources and have unfavorable effects. When 
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compared to conventional statistical models, machine learning techniques always offer 

more information. To predict FLD, we created and assessed a classification machine 

learning model. The Random-Forest- Classifier, among the classification models, has a 

higher accuracy of 68 percent. This study has a number of issues that must be addressed. 

To begin with, we simply obtained data from one medical center. External validation and 

multicenter datasets, on the other hand, may increase performance and dependability. 

Second, there is a dearth of information. In our study, the patients' BMI was not 

mentioned. 

 

 

Figure 5.6: Result Analysis of Different Algorithms 
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CHAPTER 6 

Comparative Analysis 

6.1 Introduction 

The results of this study suggest that machine learning algorithms can predict FLD 

accurately. Comparatively speaking, the random forest model performed better than other 

prediction categorization models. A frequent consequence of critical illness that is linked 

to greater mortality and morbidity is fatty liver disease. Traditional diagnostic and 

therapeutic approaches have recently helped us understand FLD better. However, it can 

occasionally have negative impacts and squander resources. However, when compared to 

conventional statistical models, machine learning models always offer a considerable 

insight. So, in order to forecast FLD, we created and assessed a classification machine 

learning model. Due to data insufficiency our model accuracy is not as expected, but our 

model has the potential to perform better if we collect and provide more data. 

 

6.2 Comparative Chart 

Table 6.1: COMPARATIVE CHART BETWEEN EXISTING WORKS AND PROPOSED WORK 

Work Algorithm Accuracy 

Application of machine learning 

techniques for clinical predictive 

modeling: a cross-sectional study on 

nonalcoholic fatty liver disease in 

China. BioMed research international 

LR 83.41% 

Classifier approaches for liver 

steatosis using ultrasound images. 

SVM 66.41% 

Prediction of Fatty Liver Disease 

using Machine Learning Algorithms 

RF 86.48% 

Proposed System RF 68% 
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CHAPTER 7 

Conclusion and Future Scope 

7.1 Summary 

In this work we have used various Machine Learning algorithms to build a predictive 

model that can predict high-risk fatty liver disease patients. This study is formed by a 

total of 120 patients data, with 62 of them being diagnosed with fatty liver disease. A few 

classification and regression algorithms were used in this work and these are Linear 

Regression, Logistic Regression, Kneighbor Classifier, Kneighbor Regressor, Decision 

Tree Classifier and Random Forest. 

7.2 Conclusion 

The results demonstrate that individuals with fatty liver disease may be reliably identified 

by a machine learning classification model, particularly the random forest model, using 

just a few clinical characteristics. This approach could be more useful in actual clinical 

settings. For both prevention and treatment, machine learning algorithms may be used to 

more accurately diagnose fatty liver. 

7.3 Future Scope 

In order to improve the diagnostic efficiency and operability, future work will address 

issues like how to quantify ultrasound image characteristics and categorize fatty liver into 

more precise categories, how to select the most useful features from a large number of 

ultrasound image features, and how to establish a useful man-machine interface. 
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