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ABSTRACT 

 

Social Network Sites are an excellent location for Internet users to stay in contact, share data 

about their day to day exercises and interests, distributing and getting reports, photographs and 

recordings. Social Network Sites like Facebook, Twitter and Google+ provide the capacity to 

make profiles, to have a rundown of friends to collaborate with and to post and peruse what 

others have posted. Sadly, Social Network Sites are likewise the best spot for expansion of 

harmful information. Cyberbullying, sexual predation, self-harm rehearses induction are a 

portion of the viable consequences of the spread of vindictive information on Social Network 

Sites. We detect the comments, Is it in position, positive or neutral way? For this task we divided 

the complete work into two sections: sentiment detection and analyzing the ability to detect 

sentiment from such a special category of texts. For visualization here we use Matplotlib, 

Seaborn, NumPy. For graph visualization we use scatterplot, word cloud and for visualization we 

bring word cloud from monkey learning website. For overall tasks we have utilized Natural 

Language Toolkit (NLTK) and TextBlob, which are publicly available python packages. 
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CHAPTER 1 

Introduction 

 

 

1.1 Introduction  

Social Network Sites are an excellent location for Internet users to stay in contact, share data 

about their day to day exercises and interests, distributing and getting reports, photographs and 

recordings. Social Network Sites like Facebook, Twitter and Google+ provide the capacity to 

make profiles, to have a rundown of friends to collaborate with and to post and peruse what 

others have posted. Sadly, Social Network Sites are likewise the best spot for expansion of 

harmful information. Cyberbullying, sexual predation, self-harm rehearses induction are a 

portion of the viable consequences of the spread of vindictive information on Social Network 

Sites. According to legal literature, hate speech is any kind of statement that expresses, attempts 

to advance, or has the potential to create animosity toward an individual or a group of individuals 

because of a trait they share or a group to which they belong. [1]. As a result of the enormous 

increase in user-generated web content, Hate speech is also consistently increasing, especially on 

social media networks. Interest in online hate speech identification has increased during the past 

few years, especially the automatization of this work has increased with time, as has the 

phenomenon's social consequence [2]. Certain individuals truly do negative comments and 

certain individuals simply see the post, yet they keep away from the post. So here we can say 

there are 3 types of comments: “positive”, “negative”, “neutral”. We know sentiment analysis 

means analyzing the text and people's expression by text, so we gather those posts and comments 

and analyze them to check whether they are positive or negative or neutral. 

Here we do sentiment analysis from hate comments on Facebook. We identify the feeling from 

text. 
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  Fig: 1.1.1 Hate comments Analysis [The above image is taken from an authorized search 

engine.] 

We detect positive, negative, and neutral sentiment from text. For that in our thesis paper we   

used text2emotion for detecting the sentiment from text. 

 

 

Table: 1.1.1 Sentiment detection from text example 

Sentence Sentiment and Emotion level 

im 8th grade and im 14 Positive 

You are a bad person Negative 

He is bad person but work very well Neutral 

 

 

 

 

 

 

 



3 

©Daffodil International University 

1.2 Motivation: 

Inside the field of AI, and Natural Language Processing (NLP) specifically, techniques for 

assignments related to Sentiment Analysis and Opinion Mining filled in significance throughout 

the last many years. Such techniques are regularly persuaded by purposes, for example, 

separating users' opinion on a given item or surveying political position. Strong and effective 

methodologies are gained conceivable by the quick headway in managed learning advances and 

overwhelmingly of user produced contents accessible online, particularly on social media. All 

the more as of late the NLP people group witnesses a developing interest in errands related to 

social and ethical issues, too supported by the worldwide obligation to battling fanaticism, 

viciousness, counterfeit news and other maladies influencing the online environment [3]. Our 

motive is to analyze sentiment from pages and groups on Facebook to detect all the hate 

comments to stop cyberbullying and other hate activities. This will help all the worldwide people 

to lead a normal and happy life.  

 

1.3 Research Question: 

A good research question is fundamental to get a rule for a research paper, project on thesis. It 

pinpoints precisely what to discover and gives work clear concentration and 

reason.                                                         

RQ1: Can we use any posts/comments from Facebook to distinguish feelings? 

Indeed, we can use any posts/comments from Facebook to distinguish feelings and in our paper, 

we have gathered hate posts/comments from Facebook to gather information and afterward 

process the information for sentiment analysis from text. 

RQ2: How could you detect the sentiment and emotion from text? 

We can break down the opinion and feeling from Facebook posts and remarks through 

text2emotion. text2emotion is the python group which will help by removing the sentiments 

from the message. 
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RQ3: How can the capability of such a unique category of texts to detect sentiment be 

analyzed? 

We use NLTK to examine the capacity to distinguish feeling from such an exceptional class of 

text. NLTK implies Natural Language Toolkit. Libraries for text handling and tokenization, 

characterization, stemming, labeling and semantic thinking are included. 

1.4 Expected Outcome: 

We collect the comments from Facebook and analyze whether those comments are positive, 

negative, or neutral. We analyze positive, negative, and neutral sentiment and emotion from text. 

 

1.5 Project Management and Finance: 

We don't have to go through any money to do this venture. We don't have to buy any item, 

programming then again gear. Notwithstanding, for this task we really want to accumulate data 

and contribute energy, time on data taking care of. The proportion of time spent on an activity is 

given in the going with table; 

 

Table 1.5.1 Project Management Timeline 

Task  Time 

Data Collection  8 months 

Literature review  2 months 

Experimental Setup 3 months 

Experiment and validation 2 months 

Report and documentation  1 month 

Total 16 months 
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1.6 Report Layout: 

The foundation portion of Chapter 2 includes terminologies, related works, the extent of the 

issue, and difficulties. The proposed technique is presented in Chapter 3 and incorporates 

information assortment, statistical analysis, and execution. The Experimental Results and 

Discussion are depicted in Chapter 4. The effect of Depression feeling analysis on society, the 

environment, Ethical Aspects and supportability are discussed in Section 5. Finally, the research 

summary, conclusion recommendation, and suggestion for the future are associated with Chapter 

6. 
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CHAPTER 2 

Background 

 

2.1 Preliminaries: 

Hate speeches were a bit befuddling to recognize since the shortfall of strong innovations and 

earlier estimates, has transformed into an issue of stress as it is expanding continuously from one 

side of the world to the next. However, this field is currently applying several methods daily to 

anticipate or classify sentiment of hate comments. There are many techniques like Machine 

Learning, Image Processing, Support Vector Machine (SVM) that are used for this kind of 

sentiment analysis. A few researchers are publishing their paper to execute these procedures. A 

significant change in large numbers of those strategies has as of now been made by numerous 

researchers. We use Matplotlib, Seaborn, NumPy, Scatterplot, word cloud, automated website, 

Textblob, NLTK in our paper. 

 

2.2 Related Works 

The procedure is largely same despite the fact that several studies use different approaches to 

lead sentiment analysis for recognizing or identifying hate speech. We'll talk about a few of them 

here. 

 

Tapasy Rabeya et al. introduced a sentimental analysis of Bengali song reviews from a particular 

YouTube channel to analyze individual people's acceptance rate of a youthful star. They used 

Opinion mining, sentiment analysis, acceptance rate, sentiment lexicon. They utilized a 

backtracking algorithm, where the core of this methodology is an opinion vocabulary. What's 

more, the research showed the backtracking algorithm performed over 70% accuracy to detect 

actual public sentiment [4]. 

Sean McAvaney et al. for analysis of hate speeches, a correlation of SVM, NB, and Logistic 

Regression classifiers was made, In the Stormfront and TRAC datasets, our proposed approach 

provides state-of-the-art or competitive results for hate speech detection. On Stormfront, the 

mSVM model achieves 80%.  
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accuracy in detecting hate speech, which is a 7% improvement from the best published prior   

work (which achieved 73% accuracy). BERT performs 2% better than our approach, but the 

interpretability of the decisions the BERT model made are difficult to explain [5]. 

Md. Rafidul Hasan Khan et al. complete their system analysis gathering Bengali messages from 

Facebook long range interpersonal communication site to anticipate the opinion. They used six 

different arrangement calculations in view of AI. They got the accuracy of 86.67 percent, 

Random Forest has an accuracy of 66.67 percent, Decision Tree has an accuracy of 40 percent, 

SVC has an accuracy of 73.33 percent, K-7 Nearest Neighbors has an accuracy of 60.00 percent, 

and XGBoost has an exactness of 53.33 percent. Multinomial Naive Bayes has this all accuracy 

[6]. 

Fabio Del Vigna et al. utilized an immense dataset of audits from Facebook that thesis named 

“Hate me, hate me not: Hate speech detection on Facebook”. The 10-fold cross validation 

technique used to split the data set and utilizing SVM and LSTM with a unigram model 

outflanks using it independently. The accuracy on SVM was in Ten-fold cross validation results 

on Hate and No hate classes 80.60% and for LSTM 79.81% [7]. 

Mohammed H. Abd El-Jawad et al. More than 1 million English Tweets were utilized for 

positive and negative sentiment classification. In this paper analyzed different machine learning 

algorithms. They made a model to compare convolutional neural networks, decision trees, Naive 

Bayes, and recurrent neural networks with other characterization techniques. The Hybrid Model 

has the most elevated accuracy of 83.6 percent, with an affectability of 87.1 percent and an 

explicitness of 79.3 percent, as indicated by the information [8]. 

Raul Gomez et al. the research named “Exploring Hate Speech Detection in Multimodal 

Publications'”. They used the LSTM technique for textual data and FCM technique for image 

data for detecting hate data which they collected from Facebook posts. They found accuracy on 

LSTM is 68.3 percent and on FCM is 67.9 percent [9]. 
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Anna Schmidt et al. used in this research Natural Language Processing methods.  Classification 

through NLTK methods [10]. 

Neethu M S et al. They utilized Machine Learning methods to perceive sentiments from text that 

they gathered from Tweeter. Various classifiers, like SVM, Maximum Entropy Classifier, and 

Ensemble classifiers, are utilized to test the capacity vector's order precision. They all have 

comparative exactness, accuracy, and review. They got a 90% precision rate, contrasted with 

89.5 percent for Naive Bayes [11]. 

Taysir H. A. et al. In view of the most recent Arabic Slang Sentiment Words and Idioms 

Lexicon, a sentiment analysis way to deal with unstructured and ungrammatical clients' Arabic 

shoptalk remarks was proposed in this paper (SSWIL). The new vocabulary was physically 

collected from microblogging sites. Moreover, the SVM strategy was utilized in blend with 

SSWIL to recognize remarks as fulfill or disappoint [12].  

Pinkesh Badjatiya et al. They used three approaches for detecting hate speeches. The Methods 

are CNN, LSTM and Fast text. The accuracy CNN+Random Embedding+GBDT 0.864, 

FastText+Random Embedding+GBDT 0.886, LSTM+Random Embedding+GBDT 0.930 [13]. 

 

Atiqur Rahman et al. on film audit information, they utilized a ML way to polarity classification. 

They split dividing the data into two groups: testing and preparing. They assemble information 

from a film audit site and utilize to preprocess the information of a natural language processing 

program. Likewise, add capacities. SVM, Maximum Entropy, Multinomial NB, Bernoulli NB, 

and Decision Tree ML classifiers used to prepare data include classifiers the information 

assortment. Multinomial NB has the most elevated outcome exactness of 88.5 percent [14]. 

Ika Alfina et al. used supervised learning approach in detecting hate speech in the Indonesian 

language. Compared the performance of four algorithms: BLR, SVM, NB, and RFDT using the 

dataset. The accuracy they found for NB was 82.5%, for SVM was 72.3%, for BLR was 86.0% 

and for RFDT was 89.8% [15]. 
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2.3 Comparative Analysis and Summary: 

After reviewing these collected papers, we found some associated work that is appropriate to our 

work, as well as some of the method and accuracy they achieved in their papers. The following 

are the specifics. 

Table 2.3.1 Comparative analysis of the existing publications 

Authors Name Year Applied Methods in their work Accuracy/Evaluation Metrics 

Tapasy Rabeya et 

al. 

[4] 

2019 Opinion mining, sentiment analysis, 

backtracking approach, acceptance rate, 

sentiment lexicon. 

71.23% 

Sean McAvaney 

et. al. [5] 

2017 Support Vector Machine  

Naive Bayes  

Support Vector Machine (80%)  

Md. Rafidul 

Hasan Khan et al. 

[6] 

2020 Multinomial Naive Bayes  

Random Forest  

Decision Tree  

SVC  

K-Nearest Neighbors  

XG Boost 

Multinomial Naive Bayes (86.67%)  

Random Forest (66.67%)  

Decision Tree (40.00%)  

SVC (73.33%)  

K-Nearest Neighbors (60.00%)  

XG Boost (53.33%) 

Fabio Del Vigna 

et al. 

[7] 

2017      Support Vector machine  

Long short-term memory (LSTM) 

 

Support Vector machine (80.60%)  

LSTM (79.81%) 

Mohammed H. 

Abd El-Jawad et 

al. 

[8] 

2019 Naive Bayes  

Random Forest  

Decision Tree  

RNN-LSTM  

NN (10 layers)  

CNN  

CNN Word2Vec  

RNN+LSTM+Word2Vec  

Hybrid Model 

Naive Bayes (75.5%)  

Random Forest (73.8%)  

Decision Tree (72.5%)  

RNN-LSTM (82.3%)  

NN (10 layers) (79.5%)  

CNN (79.6%)  

CNN Word2Vec (82.9%)  

RNN+LSTM+Word2Vec (83.0%)  

Hybrid Model (83.6%) 

Raul Gomez et al. 

[9] 

2020 Long short-term memory (LSTM)  

Firebase Machine Learning 

(FCM) 

LSTM  

(68.3%%) 

FCM  

 (67.9%)  

Anna Schmidt et 

 al. [10] 

2017 Natural Language Toolkit 

(NLTK) 

- 
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Neethu M S 

et al. 

[11] 

2014 Naive Bayes  

SVM  

Maximum Entropy  

Ensemble 

Naive Bayes (89.5%)  

SVM (90%)  

Maximum Entropy (90%)  

Ensemble (90%) 

Taysir H. A. 

et al. 

[12] 

2014 Classic Classification, SSWIL  

with Classic Lexicon  

Classification, SSWIL only  

Classification 

Classic Classification (75.35%) SSWIL with 

Classic Lexicon Classification (86.86%) SSWIL 

only Classification (43.02%) 

Pinkesh 

Badjatiya et 

al. 

[13] 

2017 CNN+Random Embedding+GBDT, 

FastText+Random Embedding+GBDT, 

LSTM+Random Embedding+GBDT 

CNN+Random Embedding+GBDT (0.864), 

FastText+Random Embedding+GBDT (0.886), 

LSTM+Random Embedding+GBDT (0.930) 

Atiqur 

Rahman et 

al. 

[14] 

2020 Multinomial Naïve Bayes, Bernoulli 

NB, SVM, Maximum Entropy, 

Decision Tree 

Multinomial Naïve Bayes (88.50%) Bernoulli NB 

(87.50%) SVM (87.33%) Maximum Entropy 

(60.67%) Decision Tree (80.17%) 

Ika Alfina 

et al. 

[15] 

2017 Naive bayes, Support Vector Machine, 

BLR, RFDT 

Support Vector Machine (72.3%) Naive Bayes 

(82.5%) BLR (86.0%) RFDT (89.8%) 
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2.4 Scope of the Problem: 

We have gathered bunches of raw text information which was from Facebook Comments from 

many different groups, pages and public status comments which took a lot of time and 

persevering our energy and attempt to search for similarities and differences between the text 

information to figure out which text data has a place with which class. What's more, to do 

Linguistic Feature Extraction was extremely difficult. 

 

2.5 Challenges 

Starting from the beginning of this survey, we have been endeavoring to assemble hate related 

text information data. Regardless, there is inadequate text for a specific situation. Likewise, 

gathering discouragement text information was very hard for us. We looked through a ton of 

Facebook gatherings, pages and public status remarks gathering for data, It was not that hard to 

find disdain related data since we expected to really take a gander at them from various locales 

and read them to check whether they were related to detest remarks and expecting they weren't, 

we didn't assemble them. Accordingly, gathering them takes a long time. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Research Subject and Instrumentation 

We gathered text information from a virtual entertainment stage. To accumulate data, we picked 

Facebook. Since these days many individuals these days use web-based entertainment to impart 

their feelings, and Facebook is a most involved online entertainment stage for that moreover. In 

this way, we play out a data search on Facebook pages and gatherings (Especially all famous 

people pages). These pages and gatherings are used to share posts and the comments segment has 

many hate comments. Work mainly with superstars who are presently encountering hate 

comments. Here, we are giving the name of the gatherings and the pages we used in this 

examination. Furthermore, here we have referenced the Facebook pages as (Pg) and bunches as 

(Gr) on the right side: 

• Cultural Classicists (Gr) 

• Jamuna tv (Pg) 

• Memes’ world (Gr) 

• Joya Ahsan (Official) (Pg) 

• Pori Moni (official)  (Pg) 

• Deepika Padukone. (Pg) 

• Meme Central (Pg) 

• Meme’s on tik (Pg) 

• Salvini official(Pg) 

• Matteo renzi ufficiale(Pg) 

• Sinistracazzateliberta2(Pg) 

• Nico salvini ufficiale(Pg) 

 

 

https://www.facebook.com/groups/2886387378076371/
https://www.facebook.com/groups/313276702801314/
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Here we have mentioned the pages and groups name and additionally the number of individuals 

that are active users are given beneath in Table: 3.1.1 

Table: 3.1.1 Number of users in some of pages and groups in Facebook 

Name of the Facebook Pages & 

Groups 

Country No. of users (on 7th April 

2022) 

Cultural Classicists (Gr) Global 72,92,000 

Jamuna tv (Pg) Bangladesh 150,340 

Memes’ world (Gr) Global 189,256 

       Joya Ahsan (Official) (Pg) Bangladesh 5,800,000 

Pori Moni (official)  (Pg) Bangladesh 15,000,000 

Deepika Padukone. (Pg) Global 49,000,000 

Meme Central (Pg) Global 92,000 

Meme’s on tik (Pg) Global                      37,000 

Salvini official(Pg) Global 5,000,000 

Matteo renzi ufficiale(Pg) Global 10,87,000 

        Sinistracazzateliberta2(Pg) Global 2,66,500 

Nico salvini ufficiale(Pg) Global 52,67,500 

 

 

 

 

 

 

 

 

 

https://www.facebook.com/groups/2886387378076371/
https://www.facebook.com/groups/313276702801314/
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3.2 Data Collection Procedures 

As our thesis topic is sentiment analysis from Facebook comments so we searched many pages 

and groups which contain hate comments related posts. So, we collect those raw data from many 

pages and gatherings and direct it successively in excel sheets. 

 

   Fig 3.2.1 Manual data collection procedure.  

In our research hate related text is generally significant. Thus, people regularly express their 

opinions and feelings through virtual entertainment by posting them on the web, and we want to 

work with text based data to get an exact comprehension of discouragement. 

 

3.3 Statistical Analysis 

Title of the Property Quantity 

Total number of instances gathered 5999 

Total Count of words  138,650 

Total Count of characters 595,055 

Total Count of sentences 8841 

Total Count of Special Character 1833 

 

          Table 3.3.1 Statistical Properties of Collected Data 

 

 



15 

©Daffodil International University 

3.4 Applied Mechanism 

 

 

Fig: 3.4.1 Applied Mechanism 

Data Collection: Here for gathering information we use Facebook hate-relate pages and 

gatherings. From that point we gather a ton of information, roughly 7657 raw information. We 

search a ton in Facebook pages and gatherings and attempt to gather hate related information 

where individuals express their emotion. 

Data Pre-processing: For data preprocessing, we clean data perfectly (Remove mentions, 

remove Hashtags, remove URLs, remove all RTs) by using python code. 

Data processing: Here TextBlob is used for getting the function Subjectivity. It offers a simple 

API for performing popular natural language processing (NLP) tasks including noun phrase 

extraction, sentiment analysis, part-of-speech tagging, translation and classification, among 

others [16]. 

For visualization here used Matplotlib, Seaborn, NumPy. The most popular library for data 

visualization in Python is Matplotlib and directly built on top of Matplotlib is Seaborn. The 

Seaborn library is “tightly integrated with the PyData stack, including support for NumPy data 

structures and statistical routines from SciPy and stats models.” [17]. 

Sentiment Detection: For detecting the sentiment and emotion from text we use text2emotion. 

A Python program called Text2emotion helps to get the sentiment and emotion from text. 

Evaluation and Analysis: Evaluation and Analysis are described in chapter 4, section 4.2. 
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3.5 Implementation Requirements 

Hardware Requirement:  

Personal Computer (PC) configuration  

Processor: Corei5 10th Gen, 8 GB RAM, 240 GB SSD, Windows 10 pro-64-bit Operating 

System. 

 

Software Requirement:  

Software: Google Colab, Python Packages (NLTK, TextBlob, NumPy, SciPy, text2emotion, 

matplotlib, Seaborn). 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

 

4.1 Experimental Setup 

Considering the proposed technique, we have organized our investigations. We did every one of 

the methods like gathering information, handling the information by utilizing python lastly 

examined the opinion. For this analysis, we used a Personal Computer (PC) with the Corei5 10th 

Gen processor, 8 GB RAM, 240 GB SSD, Windows 10 pro-64-bit Operating System. 

 

4.2 Experimental Results & Analysis 

In this research we just examine a few textual data which are gathered from Facebook's Pages 

and gatherings. We didn't foresee the data; we just dissected the sentiment of the data. Here are a 

few visual portrayals of data in word cloud, bar plot. 

 

            

   Fig 4.2.1: Sample dataset 
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Fig 4.2.2: Output scores of text2emotion on the dataset 

 

 

      

    Fig 4.2.3: Output scores of text2emotion for some sample sentences. 
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Fig 4.2.4: Word-Cloud from the textual Data 
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Fig 4.2.5: Word-Cloud from automated site 
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            Fig 4.2.7: Subjectivity vs. Polarity values in the scatterplot. 

                              Fig 4.2.6: Counting of labels from the dataset. 
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4.3 Discussion 

In this research after the experiment, we can find that our result contains 3 parts of data. positive, 

negative and neutral. As we just analyze our dataset we only dissected our data.  

Inspecting the total data, we have got 5 types of data happy, angry, surprise, sad and fear. From 

word cloud output we can see the most used word is White. then people and black are following. 

On the other hand, stupid, mean, living is some of the least used words in textual data. 

Now if we look at the word cloud automated site people, time, year etc. are the most used word 

and set of ball, new world order are the least. 

By plotting subjectivity and polarity values in this scatterplot we have got the highest percentage 

for the neutral comments = 39% then Positive=38.6% and negative=22.4%. Serially, Blue = 

neutral, Green= positive, Red= negative. We have also shown these percentages by a bar chart. 

so, we can clearly see that we have the highest number of comments which are neutral. 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND SUSTAINABILITY 
 

5.1 Impact of Society 

Nowadays, spreading hate comments is the most common thing. By this an ordinary person 

attempt to suicide, self-destruction, drag compulsion expanding broadly. As per World Health 

Organization (WHO) suicide is the second leading of reason for death among individuals at 15-

29. On the other hand, drug addiction is another problem which occurs in society because of 

depression and these depressions come from being popular in social media but can’t achieve that 

for hate comments where they need to be cheered. That’s why people of the society suffer a lot 

from hate comments and scandals. By this research, Facebook communities can block those 

people and detect the hate comments and stop sharing hate comments.  

 

5.2 Impact on Environment 

This project has impacted the environment also. One of them has a positive impact and another 

one has a negative impact. Positive impact is, an individual can easily identify themselves after 

knowing the bad sides. On the other hand, the negative is, an individual doesn’t want to be viral 

and doesn't want hate speeches in his/her comment segments. But by this project people can 

easily find out the negativity of a comment, which can be harmful for them. 

 

5.3 Ethical Aspects 

• Data will be taken from the people without unlawfully entering manipulative ways. 

• Data won't offer any foundations for their business or individual explanation. 

 

5.4 Sustainability Plan 

 

In this research by detecting hate comments many people can easily ban those comments and 

people too. It will help many organizations where many fake users give their fake review or 

share hate comments effortlessly. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND IMPLICATION FOR FUTURE RESEARCH 

 

6.1 Summary of the Study 

According to this research we have endeavored to notice the sentiment of comments from 

Facebook. For this we have collected textual raw data from many groups and pages which are 

generated by the people. Firstly, we collected raw data from those groups and pages on 

Facebook, after that we pre-processed and processed the collected data in python. Then we 

implemented the code in Google Colab. We used NLTK, TextBlob, Pandas, NumPy, SciPy, 

regular expression, matplotlib, string and some python packages. Then we did linguistic feature 

extraction in python using NLTK. After that we imported the text2emotion function for detecting 

the emotion of the textual data. Then we used scatterplot, word cloud, seaborn library function 

for the visual representation of the collected data. After that we used an authorized online 

platform (like monkeylearning.com) for another word cloud which represents a visual image of 

the necessary data. 

 

6.2 Conclusions 

Hate discourse is regularly characterized as any correspondence that stigmatizes an individual or 

group based on a trademark like orientation, sexual direction, identity, race, ethnicity, variety, 

religion, or other trademark. In this research we detected the hate comments. We introduced 

research on the automatic detection of hate comments. Usually, this project is described as a 

supervised learning task. 
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6.3 Implication for Further Study 

 

In this research, we only examine the comments and posts which we gather from social media. In 

the future we can utilize machine learning algorithms to detect any kind of text data and, we can 

use deep learning algorithms.  

For such cases of textual data representations, the following ML algorithms and deep learning 

methods could be applied.  

• Multinomial Naïve bayes 

• Support vector machine 

• Logistic regression 

• Random forest 

• Convolutional Neural Network (CNN) 

• Recurrent Neural Network (RNN) etc.  
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APPENDIX 

 

Abbreviation 

 

NLTK- Natural Language Toolkit. 

NLP- Natural language processing. 

SVM- Support Vector Machine. 

 

 

Appendix: Reflections of Research  

 

In terms of deep learning, artificial intelligence, convolutional neural networks, or graph 

convolutional networks, we knew virtually nothing when we started our research effort. 

Regarding our research, we were really concerned. Our study was made more simpler by our 

supervisor. He had a big heart and was a nice, helpful person. He was quite helpful, giving us 

directions. We learned about new methodologies, algorithms, and a variety of other new things 

throughout our research. Additionally, we learned about the Python programming language, 

Google Colab, and a few algorithms. We eventually learned more about Google Colab, Python, 

and other other methods. After completing this study work, we have gained bravery and 

motivation to do more in the future. 

 

 

 

 

 

 




