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ABSTRACT 

 

Automated license plate recognition is important in many contexts like security and law 

enforcement, monitoring vehicles, automated parking control, etc. To enable these automated 

services, we are reviewing and combining several established methods in this paper. There 

were three steps involved in reading car license plates: plate detection, plate extraction, and 

character recognition. Each stage has many sub-steps. For every sub-step, we have reviewed 

many methods, and chosen the one that proved to be the best solution after thorough testing 

and observation. The main objective of this research is to gain high accuracy using as less CPU 

Time as possible, keeping into consideration the facts like- lighting conditions, vehicle motion, 

noisy plates, and segmented words in the input image. Our primary target of this thesis is to 

extract a clean image of license plates of private or community vehicles. Although we target 

our system to be able to detect standard license plates, we also tested our methods on non-

standard plates. 

 

 
Keywords: Digital Image Processing, Automated License Plate Recognition (ALPR), 

Automated Number Plate Recognition (ANPR), Number Plate Detection. 
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CHAPTER 1 

Introduction 

 

The discipline of image processing and computer vision is notable for its work on license plate 

recognition. An ANPR system must be developed in order to automate tasks like parking 

management, traffic control, and security maintenance. Only a small amount of study has been 

done on this subject, high accuracy and runtime are promised, however a tested system has not 

yet been used in real-world situations. 

System components include Plate localization, Plate Extraction, Character Segmentation, and 

Character Recognition are part of automated license plate recognition (ALPR) systems. Any 

kind of image can be used as an input for plate localization, which, if accessible, outputs the 

region information of the license plate. The license plate localized by the prior submodule is 

intended to be extracted and cleansed during plate extraction. Character segmentation divides 

each character into its own picture from the blank plate. Finally, using the input image of a 

character, the Character Recognition module identifies the character. 

1.1 Objectives 
 

Our goal is to figure out how to use the Automated License Plate Recognition technology for 

license plates because it is not only offering excellent accuracy but also works effectively and 

everywhere. In this thesis, character segmentation is the final stage of image processing. 

Making it simple for any existing OpenCV system to detect the character. 

 

1.2 Motivation 
 

Our major motivation is to create a full and properly useable system for license plate detection 

because there isn't one still in place. This method will aid in the establishment of traffic order 

and offer a solid framework for the effective use of the law. The parking lot industries are also 

another opportunity again for system's commercialization. 
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1.3 Research Question 

 
As like as research question for this thesis are: 

 
1. How can we develop and test a number of systems? 

 

2. How to maintain vast dataset for license plate images? 
 

3. How can the dataset be fully sorted by classifying it into multiple types? 
 

4. How should input image be prepared for character segmentation using the OpenCV system? 

 

 
1.4 Challenges 

 
During this investigation, there are several problems to take into account. 

1. Assessing past systems and finding their inadequacies 

2. Finding a method to put multiple systems into action and test them. 

3. creating a sizable dataset of photos of license plates. 

4. Classifying the dataset by figuring out its various types and classes 

 

1.5 Report Organization 

 
In this full thesis, we divided into different chapter. First, we discuss in some background 

study on introduction chapter 1 also make some sub section like objective, motivation, research 

question, and challenges. In next section chapter 2 see some background study in Standard 

license plate, Plate fonts, and Structure of the plate. Thirdly, we see existing research papers in 

this fields and review in chapter 3. Chapter 4 discuss about methodology organization for 

chapter 5 in Results and Discussions and then discuss our future work. 
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CHAPTER 2 

Background Study 
 

 

2.1 Standard License Plate 

 
There are many distinct kinds vehicles include private cars, auto-rickshaws, pick-up trucks, 

delivery vans, mobile medical clinics, microbuses, articulated trucks, and more. In reality, the 

format and uniformity of the license plate were not chosen. However, the government has 

recently required digital license plates for all cars. 

 

 

Table 1: Consideration in our transportation class. 

 

 

 

 

 

 

Serial 

No. 

Identifier Begin Number  End Number 

 

Types 

i KHA 49 97 Delivery truck van 

ii MA 13 97 Pickup van 

iii THA 13 97 Ambulance Mobile-dispensary 

iv DHA 13 99 Cargo-truck 

v MA 17 95 Heavy-truck 

vi KA 15 95 Motor-Car 

vii NA 13 97 President’s office car 

viii GHA 13 97 Pym’s office (Any vehicle) 

ix HA 63 90 Articulated-truck 

x TA 13 60 Micro-bus 

xi GA 13 97 Taxi-Cab 
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2.2 Plate Fonts 

 

Although the digital license plate offers verified languages, not all car owners in other nations 

strictly abide by these laws. However, there have been no universal fonts in the present 

dataset. For this thesis work, the typefaces may differ yet still be well understandable. 

 

 

 

Fig. 1: Input image 

 

 

 

2.3 Structure of Plate 

 
Typically, there is just one line of text on the digital license plate (see Figure 1). In the 

provided example, the top line is written in English.
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CHAPTER 3 

Literature Review 

 

The first task was to find the problem domain to work on. The next task was to make literature 

reviews for our work plan and also for ensuring that we are not doing something again or 

worse. We’ve found a few papers related to ALPR for English languages. Finally, we did select 

24 papers to read and review for our thesis work. We’ve written 7 review papers that seemed 

close to our topic. From those papers and reviews, we’ve managed to find and understand our 

particular domain of work which will be described in the later parts. 

 

3.1 Affiliated Works 

The subsequent chapters of the chapter will go through some of the earlier research on license 

plate recognition. The five main processes that make up the complete procedure are 

preprocessing, feature analysis, region analysis, character segmentation, and recognition. In 

this chapter, these steps will be briefly discussed. 

 

3.2 Preprocessing 

In order to achieve better performance in the following sections, preprocessing techniques are 

used. After image capture, one of the most important duties is this. It makes sure that accurate 

data is entered into the crucial parts of the system that detects and recognizes license plates. 

The most typical method involves two phases. For the next processes, the picture is 

transformed to a grayscale image format [15]. The image is then cleaned up of any further 

noise using a variety of techniques depending on the situation. The Median filter and the 

Gaussian filter are the most frequently used methods for removing noise from input images 

[16, 17]. Many researchers [6] also employ the contrast enhancement method in this pre-

processing stage. 
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3.3 Feature Analysis 
 

After an image has been correctly preprocessed, feature analysis must be performed to identify 

the license plate. The most popular method for feature analysis is to check the edges for any 

rectangle-shaped areas. Some researchers utilize horizontal lines to locate the plate border, 

while others hunt for vertical lines. Edge detection is frequently carried out using Sobel edge 

detection [4] and [3]. As for certain exceptions, some studies seek for high-contrast regions 

rather than using edge detection [22]. According to this procedure, the plate frequently has an 

area that is more contrast than other areas of the image. 

 

3.4 Region Analysis 
 

Several areas of the image may be contenders for the license plate component when the feature analysis 

is completed. Filtering is required to reduce the quantity of possibilities by evaluating and eliminating 

them in order to solve this challenge. Examination of the characteristics of the candidate region's 

bounding rectangle is a fairly common approach for completing the project. For candidate screening, we 

may, for instance, consider factors such as aspect ratio, size breadth, height, and position. One common 

trick is to calculate the features of rectangles to determine the likely region for a license plate [5]. 

Additionally, to identify the real plate region, Anorgasmia and Ahmadabad [6] [7] [3] examined various 

geometrical aspects of the candidate locations. Following this with further technique additions, Garcon, 

Cheever, and Castro [8] argued that the license plate region is the one that can be separated into sub-

sections of well specified size. Similar to Hung and Hsieh [9], other researchers have employed the 

geometrical features approach to filter the potential locations while taking into account the characters on 

the license plate. A somewhat different technique for finding by using high-density edges then horizontal 

projection, Chen, Chen, Huang, and Wang [10] proposed the license plate region. 

 

 

.
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3.5 Character Segmentation 

 
Sometimes, segmenting characters before delivering them to the recognition system is 

necessary for character recognition. Different researchers used different techniques for this 

part of the work. The common technique of segmenting the character using histograms was 

invented by Songkok [22]. The approach involved adding up or summing the vertical and 

horizontal projections. For character segmentation, the connected-component labeling 

approach used by Yoon et al. [5] and Mangled [10] might be used. identification of the linked 

characters, which are shown in black on a white background. Then add a bounding box to the 

character blobs. Liaqat [17] used two methods to achieve this technique: the contour finding 

algorithm was used to discover related edges after the Canny algorithm had detected the 

edges. There are alternative techniques for labeling and segmentation. Much of the knowledge 

acquired in this stage was used in the subsequent recognition process. All of this data can be 

incorporated into a character recognition method. Sai et al. [11] conducted additional testing at 

this point to make sure the chosen characters were those of the real license plate and not 

another component of the image. In order to pass this test, the character density had to be 

within a certain range, the width had to be less than the height, and the character rectangles 

had to have the same width and height. 

3.6 Character Detection 

 
A technique for character recognition can take all of this information into account. [4] Sai et al 

attempted a second assessment of this stage to make sure that the chosen characters indeed 

form the license plate and not some other component of the image. Sometimes, segmenting 

characters before delivering them to the recognition system is necessary for character 

recognition. For this aspect of the investigation, different researchers employed different 

methodologies. The simplest ways of dividing the letter using histograms was invented by 

Songkok [2]. The approach involved adding up or summing the vertical and horizontal 

projections.
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3.7 Character Recognition 

 
There are only a few techniques to finish the character recognition phase of license plate 

recognition. There are two phases to the most common approach. First, a programming engine 

or package recognition engine is given the characters from the previous stage. One excellent 

option for a character recognition engine is Open source Tesseract OCR. If it is properly 

taught, it can produce text from the provided picture of characters. The second strategy is to 

use customized recognition techniques. Features are calculated for each character. The OCR 

algorithm initially extracts characteristics for character recognition before comparing them to 

previously established patterns [19]. Following the same methodology, Alginate [12] 

attempted to extract 88 characteristics for each character, compared those features to features 

that had already been retrieved. Single and Yixian [16] extracted characters using a histogram, 

and template matching was used to identify them. Ghosh, Sharma, Islam, Biswas, and Akhter 

[13] employed neural network approaches for character recognition later, when they were 

well-known. Utilizing the training feature dataset that was previously provided, the module is 

first trained before being used to recognize characters. 

 
3.8 Comparisons 

 
Three factors of license plate detection, character recognition, and overall accuracy can be 

used to describe the accuracy of a license plate recognition system. Table 2 provides a 

summary of the methodology and issues of some earlier research projects. 
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• Comparisons paper of table: 
 

 
Table 2: Comparison Paper 

 
 

Author and year 

 

Detection 

(%) 

 

Recognition 

(%) 

 
Overall 

(%) 

Kong et al. (2005) [3]  

96.1 

  

Juntanasub and Sureerattanan (2005) [19]  

92 

  

Waterhouse (2006) [15]  

96 

 

83 and 93 

 

Huang, Chen, Chang, and Sadness (2009) 

[9] 

 

96.7 

 

97.1 

 

93.9 

Alginahi (2011) [12]  

98.3 

 

98.63 

 

94.9 

Maglad (2012) [10]  

95 

91  

Joarder, Mahmud, Tasnuva, Kawser, Bulbul 

(2012) [1] 

 

92.1 

 

84.16 

 

75.51 

 
 

3.9 Paper Summary 

 

Review of previous works shows that the edge detection approach can be used effectively to 

find the license plate region. Geometrical feature analysis is an appropriate approach for this. 

Some researchers used their own recognition system, others used OCR engines like tesseract. 

Some parts of all these researches can be used further in this work, others are of no use for 

future work. 
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CHAPTER 4 

Methodology 
 

This chapter describes our process to detect license plate given an input image, and separation 

of the individual numbers and character sequence from detected license plate. The input image 

may come from variety of sources. We have put on a validation method to detect if there is 

actually a license plate in the input image. 

 

4.1 Implementation 

 
We used Python 3.x to implement our solution, relying on the Anaconda repository's 

OpenCV-3 and NumPy components. The OpenCV package offers a wide range of image 

processing tools and methods, which came in extremely handy for our application. The most 

popular tool for handling 2D arrays is NumPy, which we also used to create a Multilayer 

Perceptron model for character recognition. 

We utilized a different implementation for testing and analysis. In this implementation, we 

broke down complex tasks into a series of steps. These levels operate as separate modules. For 

instance, the Gaussian filter stage will only apply the filter to a subset of the input images 

before placing the output in a different folder so that it can be used as an input for next stages. 

During our investigation, this testing strategy proven to be quite helpful and time-saving. 

 

4.2 Overview 

Our procedure is divided into numerous steps. There are various stages in each level. Figure 2 

displays a summary of all stags in our procedure. The process will be described in more details 

in the following sections. 
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• Flow chart an overview of the plate detection procedure is given in below: 
 

 

 
 

Fig. 2: The plate detection procedure overview. 

 

 

 

4.3 Input Image 

 
The image utilized as the input is a 24-bit color image with red, green, and blue channels. 

Image compression, though, might cause information to be lost. We choose to use the  

640 x 480 resolution after considering reviews. 
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4.4 Plate Detection 

 
To create a picture appropriate for feature analysis for following stages, on the input image, 

the Plate Detection step runs a number of operations. In our situation, it also outputs potential 

plate locations and shrinks the search area. 

 

4.5 Plate Extraction 

 
In the plate extraction process, each area that resembles a plate from the previous step is 

examined, extracted, rotated correctly, and in order to get ready for the following module. The 

step of character segmentation is when the characters are separated from the background. This 

allows the OCR to recognize the characters. An OCR system is used for character recognition 

to identify specific characters and text pictures. 

 

4.6 Plate Localization 

 
This stage contains a sequence of steps that enhance the plate like regions of an image and 

output an image that can be used directly for the next stage - plate detection. Most of the steps 

here are implemented following [1] [6] [2] and. We may drastically cut processing time by 

reducing the size of an image. However, picture reduction might lead to information loss. 

Based on reviews, we chose to use the size 640480. In the first stage, we resize the supplied 

image to fit this dimension. Figure 3 shows a sample image. We applied a low threshold value 

to the gradient image. In this case, we used an adaptive threshold technique called Otsu’s 

Binarization using an offset value of 85, which we obtained empirically. During our inquiry, 

this testing technique worked well and helped us save a ton of time. The input image may 

originate from number of sources. We have put on a validation method to detect if there is 

actually a license plate in the input image. 
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4.7 Character Segmentation 
 

Character segmentation is the phase when the characters are separated from the plate. The OCR 

can recognize the characters as a result of this. 

 

 

 
Fig. 3: A sample gray-scale image 

 

 

The gradient picture was then given a low threshold value. In this case, we applied Otsu's 

Binarization, an adaptive threshold approach, with an offset value of 85 that we got 

empirically. However, picture reducing might lead to information loss. From evaluations, we 

chose to utilize the dimension: 640×480. In the first stage, we resize the supplied image to fit 

this dimension. A example image is shown in Figure 3. 
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4.8 Image Enhancement 

 
To improve the contrast of the image surrounding the plate-like sections, we employed the 

Gaussian image. The entire image is split into 8 × 8 panes, each measuring 60 × 80 pixels in 

size, to improve calculation efficiency. We used bilinear interpolation to get the weight and 

mean intensity for each window. Additionally, we may significantly reduce processing time 

by using the Numbly library for matrix operations. The final image may be seen in Figure 4. 

The area around the license plate is now much whiter. 

 

 

 

 

Fig. 4: Enhanced Image 
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4.9 Matched Filter 

 
The next step is to highlight areas of the improved image that resemble a license plate in order 

to find the plate. In order to emphasize the intensity constancy throughout the horizontal 

direction and within the plate-like areas, a variety of Gaussian functions were used. We 

determined these characteristics through observation and experimentation. The major lobe's 

deviation in the x direction is represented by the symbol. At locations that resembled plates, 

this filtering process offers a strong reaction. The outcome is measured against a cutoff point 

that is around 80% of the maximum intensity. This procedure is known as smoothing, and the 

smoothing cutoff value called the threshold. 

 

4.9.1 Plate and Regions Extraction 

 
In this stage, the primary regions recovered are the area around the license plate. Actual 

license plates could be detected by this Nevertheless, it offers a fairly accurate estimate of the 

license plate's placement. In order to begin, we used a mixture model to calculate each contour 

in the image. The boundaries of each contour were then confirmed. If the bounding rectangle's 

measurements are accurate, we extract the area and region data image. Figure 5 displays the 

previous staged removed plates. 

 

 
 

 

Fig. 5: After applying the mixture model and gaussian blur 
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4.9.2 Plate Extraction 

 
This section explains how to extract the license plate using the pre-processing stage's results. 

In this module, we merged some of the methods from [1] and [14]. 

 

 

 

Figure. 6: First estimation 

 

4.9.3 Edge Analysis 

To the projected license plate numbers, we looked for edges after applying a threshold value 

(Figure 7). One well-known edge detection method is called Canny Edge Detection. There is a 

direct use for OpenCV. For the localized estimate's edges detection, we used the default 

OpenCV function. 

 

 

 

 
 

 

Fig. 7: Edges 
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4.9.4 Contour Analysis 

 
The most of the time, Canny edge detection works flawlessly and offers plainly visible 

outlines around plate boundaries [14]. We receive a set of contours after sending the clever 

image to OpenCV's function. Before choosing a contour as a potential plate, many parameters 

for each of these contours are examined in compliance with [14]. 

 

4.9.5 Width and Height 

 
To be recognized by the OCR, the width and height of the detected contour must be greater 

than a certain margin. For the predicted plate, we defined the minimum dimensions to be 30 

pixels in width and 75 pixels in height. 

 

4.9.6 Extraction and Area Ratio 

The next thing we do is determine if the contour's area exceeds 10% of the overall picture. 

Keep in mind that we obtained this image by locating the plate-like sections during the pre-

processing phase. Here, the plate picture is taken from the original image using a potential 

plate region that we learned about in the previous stage. As we did in the previous step, 

Additionally, the image is rotated to conform to the rotation angle. An OpenCV rotation 

matrix of scale 1 is created to rotate this object. Reducing the size of an image allows us to 

significantly decrease processing time. However, image reduction may lead to information 

loss. We choose to utilize the dimension after reading reviews. Here, the plate picture is 

extracted from the input image using the region data we obtained in the previous phase. 
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• The extracted plate after rotation and scaling is given in below: 
 

 

 

 
Fig. 8: The extracted plate after rotation and scaling 

 

 

 

 

4.9.7 Converting to Binary Image 

For convenience, the picture from the previous stage must be converted to binary. There are 

two types of license plates: white text on black plates for private vehicles and black writing on 

white plates for public transportation. On be precise, we initially applied two filters one time 

and the other to the image to make it black and white. Then, the proportion of non-zero pixels 

in each image was contrasted. The binary picture that has the smaller ratio is more likely 

chosen as the predicted binary image. With the groups experience, different sorts of license 

plates are converted to binary pictures. 
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4.9.8 Character Segmentation 

 
The goal of this stage is to separate all characters into different images to send them to OCR 

for recognition. We used horizontal and vertical projections in this step [4]. Horizontal 

projection is done by taking the mean of all columns across the rows of the image. Figure 9 

shows a graph of mean values across the rows. To calculate this mean we followed the 

formula from Algorithm 1. We set the cutoff line to be ≥ 1. and separated the entire plate into 

two segments. A technique for character segmentation can take all of this information into 

account. To make sure that the chosen characters, and not some other element of the image, 

form the real license plate, Sai et al. tested additional judgment of this stage. For this test, the 

character density had to be within a certain range, the width had to be less than the height, and 

the width had to be about equal to the height. 

 

 

 

 
 

Fig. 9: Horizontal projection plot 
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4.9.9 Character Recognition 

 
The last and most significant component of the automated system is character recognition. 

Despite not creating a system for recognition, we looked into several avenues and created a 

straightforward feature extraction that would be useful in our future work. Although we didn't 

actually achieve it, we shared the concept and the aim of building a multilayer feed-forward 

neural network for character recognition. The top 27 characteristics that will help us identify a 

character have been extracted. We retrieved the same number of features for each segmented 

character and sent them into the neural network's categorization input. The amount of 

computations was successfully decreased by our choice of features, increasing the system's 

effectiveness. Here, we'll give a basic explanation of how we extract attributes. The picture is 

initially converted into a normalized binary image, which only contains two values: 1 for on-

character pixels and 0 for background pixels. 

 

 

Fig. 10: Character Recognition 

 

From the detected image we extracted the license plate and then declare for the character 

recognition which is given in above. We took the identical number plate feature and added it to 

the convolutional neural network's classifier's input. 
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4.9.10 Character Recognition with CNN Model 
 

 

 
Fig.11: Character Recognition with CNN model 

 

We have used CNN model to perform character recognition. For our research we have used 

CNN algorithms. The Convolutional Neural Network works by getting an image, designating 

based on the different objects of the image, and then distinguishing them from each other. 

CNN requires very little pre-process data as compared to other deep learning models. One of 

the main capabilities of Convolutional Neural Network is that applies primitive methods for 

training and classifiers, which makes it enough to learn characteristics of the target object. 

There are three types of layer like convolutional, pooling and a fully connected layer. 

Convolutional Neural Network naturally distinguisher the significant elements with no human 

communication. To this end CNN would be an optimal answer for picture order issues and it 

is likewise computationally effective. 
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CHAPTER 5 

Results and Discussions 

 

In this section we offer the accuracy, classification report, and confusion matrix of this system 

in several types of models that we utilized for my study, as well as a commentary of the 

results. In addition, we will test our model using performance matrix in this chapter. Using 

multiple classification methods such as CNN and VGG-19, as well as performance measures, 

we can determine which one is best for our models. The confusion measures also indicate 

precision, recall and f1 score. 

To access the performance of our suggested model VGG-19 we used performance metrics. 

The confusion matrix, accuracy score, precision score, recall score and f1 score were all 

completed. And also compared each other algorithm for knowing best accuracy. 

 

5.1 Loss Curves 

• Training and validation loss curves for VGG19: 

 

                    Fig. 12: Training Loss 
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Model loss indicate by the blue color line and Approach by the orange color line in the upper 

figure. Here, as the approach moves forward, model loss is gaining downward. 

 

5.2 Accuracy Curves 

• Training and validation accuracy curves for VGG19: 

 

 

                       Fig. 13: Training Accuracy 

Model accuracy is indicated by the blue color and Approach by the orange color line in the 

upper finger. Here, as the approach moves forward model accuracy is gaining upward. 
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5.3 Experiment Results and Discussion 

We are evaluated on car license plate database. This dataset contains images with bounding 

box annotations of the car license plates within the image. 

Using the line interpretation technique, the license plate is tracked, and a key frame is chosen. 

The extracted license plate is produced once the selected frame has through the extraction 

procedure. Fragmenting the retrieved license plate allows the characters to be identified via 

template matching. We employ a deep learning algorithm named VGG19. The suggested 

work's success rate is roughly identical to that of the recent methods. The accuracy of the 

proposed approach is observed to be 86.20%, and the model testing loss is 0.41%. 
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CHAPTER 6 

Conclusions and Future work 

 

 
Our objective was to implement a highly accurate and effective system. Our ability to achieve 

a high score in plate localization from the comparison and outcome analysis is without a 

doubt. However, our plate extraction module is not very effective. This is primarily due to our 

input dataset. Even a human would have a difficult time identifying and reading the characters 

on the plates in some of the photographs. Even for license plates that were slanted or skewed, 

our algorithm performs fairly well if we ignore the low resolution and impractical input 

photos. 

 

Our next objective is to create a comprehensive suite that can recognize the characters on a 

license plate from any input image when we have completed the implementation up to 

character segmentation. We may discover a number of new solutions to the issues identified 

by this research, which we will carefully test out and choose the most useful methods to 

increase the accuracy of our system. The most difficult aspect in the future is likely to be 

optical character recognition. It is a vast area, and there are just a few studies on it in many 

languages. None of which show enough promise to deliver a high level of accuracy and 

efficiency. Utilizing Google's open-source and well-maintained Tesseract OCR is another 

option we are thinking into. But doing so necessitates gathering a strong training dataset. 



©Daffodil International University 26  

 

References 
 

 

 

[1] M. M. A. Joarder, K. Mahmud, T. Ahmed, M. Kawser, and B. Ahamed, “Bangla automatic number plate 

recognition system using artificial neural network,” Asian Transactions on Science & Technology (ATST), vol. 2, 

no. 1, pp. 1–10, 2012 

 

[2] D. Zheng, Y. Zhao, and J. Wang, “An efficient method of license plate location,” Pattern Recognition Letters, 

vol. 26, no. 15, pp. 2431–2438, 2005. 

 

[3] J. Kong, X. Liu, Y. Lu, and X. Zhou, “A Novel License Plate Localization Method Based on Textural Feature 

Analysis,” pp. 275–279, 2005. 

 

[4] J. Jiao, Q. Ye, and Q. Huang, “A configurable method for multi-style license plate recognition,” Pattern 

Recognition, vol. 42, no. 3, p. 358–369, 2009. 

 

[5] H.-S. Yoon, H.-C. Lee, and J.-Y. Lee, “Automatic number plate detection for Korean vehicles,” Proceedings 

of the 2nd International Conference on Interaction Sciences Information Technology, Culture and Human - ICIS 

’09, 2009. 

 

[6] V. Abolghasemi and A. Ahmadyfard, “An edge-based color-aided method for license plate detection,” Image 

and Vision Computing, vol. 27, no. 8, p. 1134–1142,2009. 

 

[7] C. Tsai, J. C. Wu, J. W. Hsieh, and Y. S. Chen, “Recognition of vehicle license plates from a video sequence,” 

IAENG International Journal of Computer Science, vol. 36, no. 1, 2009. 

 

[8] N. F. Garcon, C. I. Chesñevar, and S. M. Castro, “Automatic vehicle identification for Argentinean license 

plates using intelligent template matching,” Pattern Recognition Letters, vol. 33, no. 9, pp. 1066–1074, 2012. 

 

[9] C.-T. Hsieh, L.-C. Chang, K.-M. Hung, and H.-C. Huang, “A real-time mobile vehicle license plate detection 

and recognition for vehicle monitoring and management,” pp. 197–202, 2009. 



©Daffodil International University 27  

 

[10] K. W. Maglad, “A vehicle license plate detection and recognition system,” Journal of Computer Science, vol. 8, 

no. 3, p. 310, 2012. 

 

[11] I.-C. Tsai, J.-C. Wu, J.-W. Hsieh, and Y.-S. Chen, “Recognition of vehicle license plates from a video sequence,” 

IAENG International Journal of Computer Science, vol. 36, no. 1, pp. 26–33, 2009. 

 

[12] Y. M. Alginahi, “Automatic Arabic license plate recognition,” International Journal of Computer and Electrical 

Engineering, vol. 3, no. 3, p. 454, 2011. 

 
[13] A. K. Ghosh, S. K. Sharma, M. N. Islam, S. Biswas, and S. Akter, “Automatic license plate recognition (alpr) for 

Bangladeshi vehicles,” Global Journal of Computer Science and Technology, vol. 11, no. 21, 2011. 

 
[14] M. A. A. Alshahrani, “Real time vehicle license plate recognition on mobile devices,” Ph.D. dissertation, 

University of Waikato, 2013 

 
 

[15] N. Waterhouse, “Vehicle license plate recognition on mobile devices,”2006. 

 

[16] Y. C. Songkok, L., “License plate recognition.” University of Gavle, Tech. Rep., 2011. 

 

[17] A. G. Liaqat, “Mobile real-time license plate recognition,”2011. 

 

[18] C.-H. Chen, T.-Y. Chen, C.-M. Huang, and D.-J. Wang, “License plate location for vehicles passing through 

a gate,” in Intelligent Information Hiding and Multimedia Signal Processing (IIH-MSP), 2011 Seventh 

International Conference on. IEEE, 2011, pp. 340–343. 

 

[19] R. Juntanasub and N. Sureerattanan, “Car license plate recognition through Harsdorf distance technique,” in 

Tools with Artificial Intelligence, 2005. ICTAI 05. 17th IEEE International Conference on. IEEE, 2005, pp. 5–pp. 

 

 

 

 

 
 

 



©Daffodil International University 28  

 

 
[20]  BRTA. Vehicle class. [Online]. Available: http://www.brta.gov.bd/newsite/en/vehicles class 

 

[21]  Image and vision Computing [Online]. Available: http://dx.doi.org/10.1016/j.imavis.2008.10.012 
 

[22] A Back Propagation Based Real-Time License Plate Recognition System [Online]Available: 

http://www.worldscientific.com/doi/abs/10.1142/S021800140800620X 

 

[23]  Car License Plate Detection dataset, access in August 2022 kaggle.com/datasets/andrewmvd/car-plate-detection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

http://www.brta.gov.bd/newsite/en/vehicles
http://dx.doi.org/10.1016/j.imavis.2008.10.012
http://www.worldscientific.com/doi/abs/10.1142/S021800140800620X
http://www.worldscientific.com/doi/abs/10.1142/S021800140800620X


©Daffodil International University 29  

 

 

Plagiarism Report 

 

 


