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ABSTRACT 

 

In modern world, technology has transformed our lives for the better. However, human 

attention spans are shortening, and the amount of time people want to spend reading is 

dwindling at an alarming rate. As a result, it's critical to provide a quick overview of key 

news or article by creating a brief summary of the most important news piece, as well as 

the most intuitive summary in accordance with the synopsis. There are enormous amounts 

of textual data available in this era of information. Online documents, articles, news, and 

customer evaluations of various goods and services are a few examples of sources. The 

purpose of document summarizing is to find the core meaning of the original material. 

However, it is impossible to create custom summaries for such a vast supply of text 

documents. Humans have the ability to make abstraction by reading a article. However, 

summarizing using computer is always a hard problem. Abstractive text summarization is 

used to improve the topic coverage of automatic summaries by paying more attention to 

the semantics of the words and experimenting with rephrasing the input sentences in a 

human-like manner improve soundness and readability. Although there has been a lot of 

prominent study on abstractive summary in the English language, there have only been a 

few publications on Bengali abstractive news summarization (BANS). In this thesis, we 

proposed a hybrid model for extracting summary from long articles that combines both 

extractive and abstractive approaches. In the extractive part, BERT (BERTSUM) is used 

to find the most relevant sentences from the document then using sequence to sequence 

(seq2seq) based bidirectional Long Short-Term Memory (LSTM) network model with 

attention at encoder-decoder to generate the summary. Experiments were carried out using 

publicly available Kaggle datasets (Bengali newspaper dataset). The results verify our 

method and show that the suggested hybrid model produces a compact and engaging 

summary. We evaluated our summaries by observing its generative performance. In this 

model, our main goal was to make an abstractive summarizer and reduce the train loss of 

that. During our research experiment, we have successfully reduced the train loss to 0.018 

and able to generate a fluent short summary note from a given text. 
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CHAPTER 1  
INTRODUCTION 

1.1 Introduction  

 

Text summarization is the task of creating a concise and fluent summary of a larger 

document, while preserving the most important information and overall meaning. It is a 

useful tool for a variety of applications, including information retrieval, content analysis, 

and automated essay grading. There are various approaches to text summarization, 

including extractive and abstractive methods. Extractive summarization involves selecting 

key phrases and sentences from the original text, while abstractive summarization involves 

generating new phrases and sentences that capture the meaning of the original text. 

Nowadays, technology is rapidly changing, and everything can be accomplished in the 

blink of an eye. The majority of individuals retrieve information using technology such as 

smartphones, computers, and others. In addition, studying newspapers online is one of 

them, so before studying any kind of information article, a meaningful summary is crucial 

to pique the appetite of any user to read this specific information. The demand for automatic 

text summarization systems is spiking these days. The extractive approach aims to extract 

the most important phrases or sentences from the entire manuscript, whereas the abstractive 

techniques try to paraphrase new words and phrases which is already available in the 

content. It generates a brief summary of the original text that focuses on the important 

points. The generated summaries can also additionally encompass extra terms and 

sentences now no longer discovered in the authentic text. Abstractive precis makes use of 

deep learning-primarily based totally strategies for era of summaries. Here, the sentences 

generated from it is able to or might not be accurate. The major challenge for the seq2seq 

model is to tackle a document. Moreover, a large document will hamper the performance 

of the existing seq-2seq model.  

In this research, we recommend a pipeline technique that use both extractive and 

abstractive approaches. The suggested hybrid model consists of an extractive mechanism 

that extracts important sentences and phrases from the document and apply a reinforced 

abstractive mechanism that uses the extractive mechanism's key sentences/phrases to 

construct a succinct summary. 
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1.2 Motivation 

  

Text summarization is a part of Natural Language Processing. It is also considered the most 

challenging as well as interesting job which process a concise and meaningful summary of 

the text. It is time consuming to read the whole document in order to get the proper meaning 

of the document. As a result, to find the exact meaning is quite challenging. To overcome 

this kind of problem, automatic text summarization is a must which summarizes the text 

while also counting the number of documents, words, and frequently used words. The 

world we live in is becoming increasingly intertwined with science and technology and 

will continue to be so for the foreseeable future. Now, we spend a lot of time in the internet 

reading article, books, web pages, newspaper and so on. Moreover, sometime we get bored 

to find the necessary information among those article due to unstructured data and dizzy 

meaning.  

 

In this modern era, many tools related to NLP has been developed for languages such as 

English, Spanish. However, we have left behind due to not having advanced research in 

this field for Bengali language. That is why we should come forward to contribute in this 

field. In NLP, there are many core problems and summarization in one of them. An 

advanced text summarization can help us in understanding the meaning of the long text in a 

short time. For language like, English, Spanish etc. they have developed advanced NLP tools 

and design model for summarization purposes but we have limited tools that can’t support the 

summarization problem. Without proper research, it is impossible to find the solution of this 

problem. Therefore, in our research work, we recommend a technique by integrating both 

extractive and abstractive mechanisms using a pipelined approach to summarize Bangla 

documents. 

 

When it comes to share our emotion and expressing ourselves, Mother language is always 

preferred. In our Bengali language, NLP resources are not adequate so we need to focus on 

this area and new technologies must be developed.   
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1.3 Rationale of the Study  

 

The use of natural language processing (NLP) techniques for text summarization has been 

an active area of research in recent years, with a growing interest in applying these methods 

to under-resourced languages like Bengali. However, there are still many challenges to 

overcome in order to develop effective text summarization systems for Bengali. 

 

Language is a structured system of communication by which people can share their 

thoughts and understanding of issues. Language consists of grammar and vocabulary. It is 

considered the primary means of communication of humans, and can be conveyed 

through spoken, sign, or written language. Due to the continuous evolution of humankind 

and the geographical distribution of human civilization, numerous languages are created 

[11]. Bangla is a widely used  

Language with native speakers from Bangladesh. However, western part of India also use 

Bangla as their regional language. Considering the number of speakers and demographical 

perspective, Bangla is an essential language in the world [12].  

 

Bangla ranked the sixth most widely used language globally, with 268 million native 

speakers around the globe. It is the mother tongue of Bangladesh and also a regional 

language of India.  

This vast amount of digital content in Bangla is an excellent source of qualitative and 

quantitative analysis [4]. Natural Language Processing (NLP), a branch of computer 

science that deals with computational analysis and of text and speech. Some of the example 

of NLP’s are text summarization, question answering, and fact identification.  

 

Furthermore, this study aims to propose a novel seq2seq based approach using the state-

of-the-art models such as transformer based models, which have been proven to be 

effective in various NLP tasks such as machine translation, text summarization and have a 

good performance on other languages, but the effectiveness of these models on Bengali is 

yet to be proven. 

 

https://en.wikipedia.org/wiki/Communication
https://en.wikipedia.org/wiki/Human
https://en.wikipedia.org/wiki/Spoken_language
https://en.wikipedia.org/wiki/Sign_language
https://en.wikipedia.org/wiki/Written_language
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In summary, the rationale of this study is to develop an effective text summarization system 

for Bengali, addressing the challenges associated with the complexity of the Bengali 

language and lack of labeled data. Additionally, this study will propose a novel approach 

based on the state-of-the-art models. 

1.4 Research Questions  

 

 What is Bangla Text Summarization? 

 How does summarization work? 

 What are the advantages of summarization? 

 How to preprocess unstructured Bengali data?  

 How extractive and abstractive work? 

 How does Bengali text summarization Model works? 

1.5 Expected Output  

 

Our main interest is to use a hybrid approach to summarize Bangla text. Data compressing 

for Bangla language is a new study. In general, there are two kinds of approaches for 

extracting information from raw text input and using it for a summarization model: 

extractive and abstractive. Extractive approaches only choose the most significant 

sentences from a text (without necessarily understanding their meaning), the result 

summary only includes a portion of the original content and abstractive models make use 

of more sophisticated NLP  to comprehend the semantics of the text and produce a useful 

summary. Our purpose for our research is to amalgamate both the approaches to maintain 

a remarkable efficiency of this method. In this research paper, we try to explain our ideas 

on the execution phase in order to improve precision and reduce total loss when developing 

the model. 

1.6 Report Layout  

 

This report is divided into five chapters.  

The first chapter provides an overview of the entire project. There are numerous sections 

such as Introduction, Motivation, Rationale of the Study, Research Questions, Expected 

Output, and Report Outline Research.  
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In chapter 2, we will discuss about the background of our research topic.  

In chapter 3, we will discuss about the methodologies employed in our study.  

In chapter 4, we will discuss about the obtained results and discussion.   

In chapter 5, we will discuss about the conclusion. 
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CHAPTER 2  
BACKGROUND 

2.1 Introduction  

 

In general, there are two kinds of approaches for extracting information from raw text input 

and using it for a summarization model: extractive and abstractive.  

 

Extractive summarization: The process of identifying important sections of the text and 

concatenating them to form a summary. This is done by selecting sentences or phrases from 

the original text that are most representative of its meaning. Extractive summarization is 

typically seen as a simpler task than abstractive summarization, as it doesn't require the 

generation of new phrases or sentences. However, this approach can lead to a summary 

that is not as coherent or fluent as one produced by an abstractive method. 

 

Abstractive summarization: Abstractive models make use of more sophisticated NLP (i.e., 

word embeddings) to comprehend the semantics of the text and produce a useful summary. 

Because they require several parameters and data, abstractive approaches are consequently 

significantly more difficult to train from scratch. 

 

In this approach, summary is generated from scratch based on the input information. 

Abstractive machine learning algorithms, which can construct new sentences or phrases 

which represent the most significant information from the source text, can help overcome 

the grammatical flaws of extraction techniques. 

 

Figure 2.1: Extractive & Abstractive Summarization 
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2.2 Literature Review  

 

The text summary is a short condensed note on a large text document [6]. There exist 

various kinds of abstractive summarization approaches stated in Yeasmin et al. [1]. In 

2017, Abujar et al. [2] demonstrated a heuristic approach summarizing for Bengali 

language that deals with extractive method, suggest a new type of sentence scoring 

procedure, and define a set of text analysis rules based on the heuristics for the first time. 

Following that, Talukder et al. [3] introduced a model that used bi-directional RNNs with 

LSTM in the encoding layer and an attention model in the decoding layer to minimize train 

loss to 0.008. However, due to a shortage of Bengali dataset, the model was only trained 

using a little amount of data. Aside from that, the model generates summaries with a finite 

number of words and hence cannot manage a text with an endless number of words. P. 

Bhattacharjee et al. [4] compiled a dataset of over 19k articles and their human-written 

summaries from bangla.bdnews24.com in 2020, and also proposed a LSTM-RNN based 

attention model, in which, it applied attention to both the encoder and the decoder layer. 

And, (Abujar et al., 2020) [5] propose the extension of the text generation approach for the 

Bengali language. J. Tan et al. [6], investigation towards neural abstractive summary 

generation significantly improves the performance of neural sentence summarization 

models for English language but it has not been definitively proven because of the 

challenge that remains end-to-end method based on understanding the whole document. 

Again, Abujar et al [9] demonstrated that Word2vec is essential for text summarization. It 

saves all related words as a numeric number, which is useful when working with significant 

or non-important values in an LSTM cell. They use a medium dataset to build word 

embedding in Bengali language, and create a nice Bengali Word2vec file. The use of a 

word2vector technique in the context of text summarization for the Bengali language is 

explored in this work. 

In study Dhar et al. [10] proposed a hybrid pointer generating network that addresses the 

problems of inaccurately replicating factual facts and phrase repetition. They use a hybrid 

pointer generator network that can produce words out of vocabulary and improve accuracy 

in recreating real information, as well as a coverage mechanism that inhibits repetition, to 

supplement the attention-based sequence. The provided approach outperforms the Bengali 

state-of-the-art in both qualitative and quantitative evaluations of the model. 
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2.3 Research Summary  

 

During our research, we have studied both extractive and abstractive mechanism and find 

out the benefits and efficiency of both the approaches. At first we are more interested in 

the deep leaning model. However, it cannot handle a long document. So, we designed a 

hybrid model. Our dataset is a publicly available dataset which contains more than 100000 

newspaper article and their corresponding summary. There are a few others column in our 

dataset that we have cleaned during the pre-processing stage. Pre-processing text is 

necessary for any summarization work. This stage includes splitting the text and remove 

stop words. Then we have inserted the Bengali contractions and counted the vocabulary of 

the dataset. W2V provides a numeric value in the vocabulary file. We have used a pre-

trained w2v file. We have used both extractive and abstractive mechanisms using a 

pipelined approach to produce a concise summary. In the extractive part, we have used pre-

trained model BERT and in the abstractive part a chain model based on attention model. 

This model includes an encoder and decoder that employ bi-directional LSTM cells. At 

first, we provide the input vector as an input of the encoder layer and receive another related 

word vector as output. When passing the sequence special token such as PAD’s, UNK’s 

used. 

2.4 Challenges  

 

There are several challenges associated with using a seq2seq model for text 

summarization in the Bengali language: 

 

Lack of large labeled datasets: Bengali is a relatively less-resourced language and obtaining 

large labeled datasets for training and evaluating text summarization models can be a 

significant challenge. This can make it difficult to train high-performing models and may 

limit the ability to compare the performance of different approaches. 

 

Complex morphological and syntactic structure: Bengali language has complex 

morphological and syntactic structure that can make it challenging to accurately understand 
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the meaning of the text. This complexity can make it difficult for seq2seq models to 

accurately capture the meaning of the text and generate fluent and coherent summaries. 

Handling of non-standard words and expressions: Bengali has many non-standard words 

and expressions that are used in colloquial language, these are often found in texts from 

social media or informal conversation, it can be a challenge for seq2seq models to 

understand and accurately summarize these texts. 

 

Handling of code-mixed text: Bengali is often used as a code-mixed language with English, 

this can make it challenging for seq2seq models to accurately understand the meaning of 

the text and generate fluent and coherent summaries as it might require additional 

preprocessing steps to handle code-mixing. 

 

Also, in the pre-processing stage, some coding is necessary to clean the text data. For 

instance, Unicode is required when deleting punctuation from text, and there is only one 

way to handle it properly that is raw coding. The second is to remove stop words. A large 

structured dataset is another challenge. In last, a huge data collection can yield a vast 

vocabulary, and a broad vocabulary facilitates the creation of an ideal summary. 
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CHAPTER 3  
RESEARCH METHODOLOGY 

3.1 Introduction 

 

In this section, we'll outline the entire research process. As each research work is different 

in terms of the methods or techniques used to solve it. The methodology includes all the 

methods that were used in the research work and, providing a brief description of each 

component. 

Figure-3.1 indicates the workflow of our version.  

 

Figure 3.1: Process workflow 
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3.2 Research Subject and Instrumentation  

 

The title of our research topic is "Bengali Text Summarization: A Hybrid Methodology 

Using Sequence To Sequence RNNs". In Bengali, NLP it is a major research area. A high 

configuration PC with GPU and other instruments are required in a deep learning model. 

This model's needed instruments are listed below. 

 

Table 3.1Software and Tools 

 

Hardware and Software Development Tools 

Core i7 Python 3.7 

1 TB HDD TensorFlow 1.15 

Google Colab with 12 GB GPU and 4000 

GB RAM 

NLTK 

 Pandas 

 Numpy 

 Windows OS 

 

3.3 Data Collection and Preprocessing  

 

Larger dataset can make the model more accurate and, for our model we need a handsome 

amount of data so we have used a dataset of 100k Bengali news articles from bdnews24. 

In this dataset there are eight columns. However, we have kept only two columns, the 

article and corresponding summary column.  

For data preprocessing, we have followed the following steps 

 

1) Contractions in Bengali are formed when two or more words are combined to form 

a single word, with one or more letters omitted. Replace contractions with their 

longer bureaucracy additionally there are a few different instances wherein we’ve 

eliminated the contractions such as “বি. দ্র.” ,”ড.”, “ম  োঃ” etc.  In this manner we've 



©Daffodil International University  12 
  

got eliminated all of the pointless characters from the dataset. Some example of 

Bengali contraction are showing in the 3.2 table. 

2) By using NLTK(Natural Language Toolkit) in python for Bengali language, we 

have eliminated the stop words.  

3) We have also created a unwanted word list by analyzing different datasets and use 

it to remove those from the datasets 

4) Raw coding to remove punctuation from Bengali text. 

5) Handle missing values. 

 

Table 3.2 Contraction List 

 

Short Form Long Form 

"বি.দ্র "  "বিেষ  দ্রব্ি"" 

"ড."  "ডর"" 

"ড ."  "ড া "" 

"ইঞ্জি:"  "ইঞ্জিবয়া "" 

"ম"ঞ্জি:"  "ে"ঞ্জিেশষয" 

"ব ."  "ব া "" 

" ু."  " ুা দ"" 

"ম  ."  "ে  া দ"" 

 

 

Figure 3.2 shows the text cleaning steps 

 

 

 

Figure 3.2: Data Preprocessing 

 

Figure 3.3 shows the dataset before and after the cleanup process. 
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Table 3.3 Clean text & summary 

Original Article Clean Article Original Summary Clean Summary 
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Table 3.4 Text Length Summary 

  
Article Overview Summary Overview 

 

3.4 Executional Requirement 

 

Firstly we have used pre-trained model BERT to find the most important sentences from 

our dataset and then feed the extractive data to our propose model to get an abstractive 

Bengali text summarizer.  

BERT, or Bidirectional Encoder Representations from Transformers, a method of pre-

training language representations which obtains state-of-the-art results on a large array of 

tongue Processing (NLP) tasks and considers the context from either side (left and right) 

of a word. RNN, Attention mechanisms, and Transformers are utilized in BERT to interpret 

human languages. BERT extractive summarization allows for control over the number of 

sentences and characters used in the summary. BERT was trained using only a noticeable 

text corpus.  

Sequence-to-sequence (seq2seq) models are a type of neural network architecture that are 

commonly used for a variety of natural language processing tasks, including text 

summarization. 

The basic idea behind a seq2seq model is to use two recurrent neural networks (RNNs) -- 

one as the encoder and the other as the decoder. The encoder reads the input sequence, such 

as a paragraph of text, and generates a fixed-length context vector that is then passed to the 

decoder. The decoder uses this context vector to generate the output sequence, such as a 

summary of the input text. 

Here's an outline of the steps that seq2seq use to train a seq2seq model for text 

summarization: 
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1. Collect and preprocess a dataset of input-output pairs, where the input is the text 

to be summarized and the output is the summary. 

2. Tokenize the input and output text into word or sub-word units, and build a 

vocabulary of tokens. 

3. Create a seq2seq model with an encoder and a decoder, both of which are RNNs. 

The encoder should be a bidirectional RNN that reads the input sequence in both 

forward and backward directions. The decoder should be a unidirectional RNN 

that generates the output sequence. 

4. Train the model by feeding it the input-output pairs, and using a suitable loss 

function to calculate the difference between the predicted output and the true 

output. 

5. Once the training is done, we use the trained model to generate summaries of new 

input text by feeding it through the encoder and using the decoder to generate the 

summary. 

6. Finally, fine tune the model using Hyperparameter tuning and Beam Search 

technique to get best results. 

Apart from the above steps, we employed bi-directional RNN with LSTMs to construct our 

encoding layer. The outputs must be concatenated because we are employing a bi-direction 

RNN, and Luong for my attention style has been employed. By using it, the model may 

learn more quickly and give better outcomes. 

 

In order to create bidirectional recurrent neural networks (RNNs), the first recurrent layer 

of the network is duplicated, resulting in two layers lying side by side. Afterward, giving 

the input sequence to the first layer in its original form as input and giving the second layer 

a reversed version of the input sequence. Long STM networks or LSTMs are Neural 

Networks that are utilized in an exceedingly spread of tasks. With LSTM, this method has 

been shown to be highly effective. Because there is evidence that the context of the entire 

utterance is used to interpret what is being said rather than a linear interpretation, the usage 
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of giving the sequence bi-directionally was initially validated within the area of speech 

recognition  

 

We have used our word embedding matrix and both the encoding and decoding sequences 

will use these embedding. Previously there are only a few works were executed for Bengali 

textual content summarization and that’s why we attempted to make a textual content 

summarizer which could generate a right precis from a given textual content.  We have 

used TensorFlow CPU version-1.13.1.  

 

3.5 Applied Mechanism  

 

After cleaning the data, we have used neural networks that takes text vocabulary as the 

input and output a new sequence in another domain. We have followed the following steps:  

 

Step-1: The texts are padded into sequences with the same length to get a feature matrix. 

 

Step-2: After getting the feature matrix, we use word embedding mechanism where words 

from the vocabulary are mapped to vectors of real numbers. We have used a Bengali pre-

trained word vectors called “bn_glove.39M.300d” which contains 39M (39055685) tokens, 

0.18M(178152) vocab size. 

 

Step-3: Encoder-Decoder, the encoder processes the input sequence and returns its own 

internal states that serve as the context for the decoder, which predicts the next word of the 

target sequence, given the previous ones. 

Step-4: Model utilized for training and prediction, we created two neural networks, one for 

training and the other, the "Inference Model," to make predictions by using some of the 

layers from the trained model. Both neural networks have an encoder-decoder structure. 

 

For the feature engineering task, we have completed some data analysis to find the right 

sequence size, as our data has different lengths. Apart from this, we have also calculated 
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the value of how many numbers model must remember. Fig 3.4 shows the length 

distribution and Fig 3.3 shows the word frequency for both the article and summary. 

 

Article 

 

Summary 

 
 

Figure 3.3: Word frequency 

 
Figure 3.4: Word count for article and summary 
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A sequence-to-sequence (seq2seq) model for text summarization can be mathematically 

represented as a function that maps an input sequence, x, to an output sequence, y. The 

function is parameterized by a set of weights, θ, which are learned during the training 

process. 

The main building blocks of a seq2seq model are the encoder and the decoder. The encoder 

is a recurrent neural network (RNN) that reads the input sequence, x, one token at a time 

and updates a hidden state, h. At each time step, t, the encoder computes the hidden state, 

h_t, as a function of the previous hidden state, h_{t-1}, and the current input token, x_t. 

 

The decoder is also an RNN that generates the output sequence, y, one token at a time. The 

decoder's hidden state, s, is initialized with the encoder's final hidden state, h_T. At each 

time step, t, the decoder computes the current output token, y_t, as a function of the 

previous hidden state, s_{t-1}, and the current input token, y_{t-1}. 

 

The most widely used form of encoder-decoder is RNN based such as LSTM and GRU, 

let's consider encoder RNN as f_enc and decoder RNN as f_dec 

 

The mathematical representation of the encoder can be written as: 

h_t = f_enc(h_{t-1}, x_t) 

 

And the mathematical representation of the decoder can be written as: 

 

y_t = f_dec(s_t, y_{t-1}) 

where s_t = h_T (initial hidden state of decoder) 

 

The overall seq2seq model can be written as: 

y = f(x, θ) = f_dec(f_enc(x, θ_enc), θ_dec) 

 

The goal of training the model is to learn the best set of weights, θ, that minimize the 

difference between the predicted output, y, and the true output, y_true. This difference is 

usually measured by a loss function, such as cross-entropy loss. 
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At each time step during the training phase, we input the encoder a sentence's words one 

by one in order. If there is a sentence, for instance “একুেষ প"কপ্র প্ত িে"ণ্" যিরুল 

সংগীতবষল্পী”, then at time step t=1, the word “একুেষ” is fed, then at time step t=2, the 

word “প"কপ্র প্ত” is fed, and so on. If, for instance, the sequence is composed of the words 

x1, x2, x3, and x4, the encoder in training would look as follows: 

 

 

 

 
 

Figure 3.5 Encoder & Decoder Layer 

 

Depending on the data encoded by the encoder, the decoder is trained to begin producing 

the output sequence. Before feeding the target sequence—in this case, the summary we 

wish to predict—to the decoder, special tokens called "<start>" and "<end>" are inserted. 

While decoding the test sequence, the target sequence remains unclear. As a result, we 

begin predicting the target sequence by feeding the decoder with the first word, which is 

invariably the <start> token. The sentence is concluded by the <end> token. 
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CHAPTER 4  
EXPERIMENTAL RESULTS AND DISCUSSION 

 

4.1 Experimental Results & Analysis  

 

We trained our transformer model for 60 epochs. The loss and accuracy metrics are 

shown in figure 4.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4.1: Loss and accuracy graph for summarizer model 

 

From metrics figure we can see that our peak accuracy was around 45%. This might seem 

low, but there are several limitations of the automatic evaluation metric we used. First of 

all, even if a sentence is written differently but conveys the same meaning, it will be 

assigned a high loss and low accuracy 

 

These are the hyper parameters that we used to train this model. The 60 epochs ensures 

that our model becomes trained, and only stops training as a result of early stopping (when 

the loss stops decreasing). 
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Table 4.1 Value of Parameter 

Parameter Value 

epochs 60 

batch 128 

num_layers 2 

rnn_size 256 

learningrate 0.01 

probability 0.75 

 

 

To create a summary, we will select a sentence from the dataset as the input, and we will 

choose the summary length at random.  Here is a favorable answer from the computer 

following a short training session using our model and dataset. 

 

Table 4.2 Sample output example from the model 
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CHAPTER 5  
CONCLUSION 

5.1 Summary of the study 

 

This project is based on Bengali NLP. In this project, we aim to develop a hybrid model 

for summarizing abstract texts in Bangla. This approach can be used to automatically 

summarize Bengali text. The entire job was finished in just under five months. There are 

various parts to the project work and research. Below is a step-by-step breakdown of the 

project's overall synopsis. 

 

Sl. No Steps 

1 Collection of Bengali dataset  

2 Data pre-processing 

3 Implement BERT 

4 Organize the summary from step 3 

5 Collect Word2vec 

6 Vocabulary count 

7 Load pre-trained word2vec 

8 Add token 

9 Define Encoder and Decoder with LSTM 

10 Build seq2seq model 

11 Train model 

12 Output result analysis 

 

5.2 Conclusion 

 

We present a hybrid model for summarizing news stories and generating precise summary 

in this research. The suggested model uses an extractive method to choose the most 

important phrases and sentences, after which it employs a seq2seq model with bidirectional 

LSTM encoders and decoders. Using the bdnews datasets, this model was trained, tested, 

and verified. However, Additionally, there aren't enough effective words to vector, and 
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there isn't even a lemmatizer for the Bengali language. Future efforts will be made to 

address these issues in the hopes of creating a better text summarizing model for Bengali. 

We are certain that the methodology provided here may be used to other summarizing tasks 

in a variety of fields.   

 

In conclusion, RNNs are a promising approach for abstractive text summarization, using 

either encoder-decoder architectures or transformer architectures. While there is still room 

for improvement, RNN-based models have achieved good performance on a variety of text 

summarization tasks. Further research is needed to better understand the strengths and 

limitations of RNNs for text summarization, and to develop new methods for improving 

their performance. 

5.3 Recommendations 

 

In order to improve the performance of the model, we are attempting to expand the dataset 

and the summary of that dataset for the remaining stages of our research. We will be 

building many models for the summarization for the Bengali language that can be useful 

to identify the better performance. We are now only working with short sequences; a 

stronger summarizer is required for Bengali literature, which has extensive sequences. 

The following list of recommendations for text summarization includes some of them. 

o Create a large dataset and its corresponding summary for better result.  

o Reduce the size of the text to keep the original idea  

o Automatically summarizes text retrieval system 

 

5.4 Indication for further study 

 

The model has some limitations. As every research work changes every moment therefore, 

we have to adopt those changes and update our model in future.  

 

o Large dataset 

o Addition of more sequences/chains  

o Expansion of research. 
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o No restrictions on text length. 

 

We have a plan to develop some web api so that it can be accessed anywhere. After 

completing the full research, we have also some other plan such as mobile app development 

and website platform to access it more easily.   
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