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ABSTRACT 

 

Almost every financial institution, for instance, credit card companies and banks 

heavily rely on credit risk grade systems to determine whether to issue a loan to the 

probable debtor. They put the applicants into 8 categories like Superior, Good, 

Acceptable, Marginal, Special Mention, Substandard, Doubtful, and Bad. They 

generally depend on traditional judgmental techniques to approve the application which 

takes a longer period of time. The process can be quickened by applying machine 

learning algorithms where the models learn from data by analyzing the pattern and then 

providing us with insight. Credit risk must be handled properly and it is very important 

for banking institutions, as loss can appear when the debtor is unable to pay back the 

owed money. In this study, the dataset will be analyzed where people are applying for 

a loan will be my research subject. Various popular machine learning algorithms such 

as Random Forest, Decision Tree, Naïve Bayes, KNN, Logistic Regression, and SVM 

will be applied to train different models and try to predict the outcome of an application 

being risky to grant a loan or not. The results like accuracy, precision, recall, and F1-

Score, the training, and the testing time of each model trained by the mentioned 

machine learning algorithms will be compared. Finally, the result of each model will 

be evaluated by applying K-Fold Cross-validation, confusion matrix, and AUC-ROC 

Cure technique to find the best machine learning model among the mentioned models. 

In this study, it has been observed that Random Forest is overall the best model with an 

accuracy of 97.35%, precision of 99.84%, recall of 94.80%, F1-Score of 96.77%, AUC 

Value of 96.8%, while logistic regression is the second-best algorithm to tackle this 

problem with 96.59% of accuracy rate. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Introduction 

 

Credit risk is a term that means the possibility of a financial institution's loss resulting 

from a person who lends money and fails to pay back the debt or meet the contractual 

commitment. Traditionally, credit risk refers to the risk that a debtor may not get the 

lent money and interest back, which in the future results in the cash flows being 

interrupted and costs being increased for collection.  

 

Bank credit sits on top of economic development. Without ample finance, it will be 

hard for the economy to grow. Financial institutional lending is a vital part of the 

economy in the sense that it can concurrently finance all of the sub-categories of the 

financial field, which encompass the commercial, agricultural, and industrial activities 

of a country [1]. So, a financial institution is expected to issue its loanable money 

among economic agent-in-deficit in a way that will bring upon adequate income for it 

and simultaneously benefit the person who is borrowing the money to control his/her 

deficit.  

 

Although it's not possible to know exactly who will not repay the money, it is necessary 

for any financial organization to properly assess and manage credit risk to lessen the 

severity of a credit loss. Banks use judgmental techniques and/or credit scoring models 

to either accept or reject a client’s loan application. A flawless credit risk model enables 

financial institutions to decline the applications that seem to not repay the loan and 

approved the applications of those applicants who would pay their debts with interest 

in time. This model will ensure that the institution will not go through financial loss 

rather the profit will increase. Thus, a good credit risk model will ensure an increase in 

cash flow and reduce the risk of a loss. However, building such a model is very 

complex, and it takes extensive knowledge of statistical analysis and modeling and 

previous data of the applicants. This knowledge and data are used to predict the 

outcome of each application for a loan grant. Algorithms for Machine learning are 

applied to the statistical methods to accelerate the process. 
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Algorithms for Machine learning are popularly used to filter the applicant’s applications 

based on their previous pattern of credit usage and thus provide a result that will help 

to make decisions about whether to grant a loan to an applicant or not. Nowadays, 

algorithms are seen to be utilized in many domains with predefined purposes. For 

example, algorithms are utilized in enterprises to sign up persons befitting for the 

profile proposed. Algorithms of machine learning can make daily life easy by 

simplifying day-to-day tasks, making them faster and more fluid, etc. However, 

algorithms are predefined codes with specific tasks to complete a certain purpose. For 

instance, recruiting people for an organization can introduce biases or a certain profile, 

and then, “format” the individuals working in the organization. The same thing happens 

in loan provisions cases, from a financial organization to an organization, where the 

decision is dependent on the algorithm that is being used. So, it is crucial for decision-

makers to keep aware of these kinds of biases and to detect ways to handle the use of 

powerful algorithms. In this paper, the fact that there are several machine learning 

algorithms available that can be utilized in parallel to answering a query, for example, 

to issue a loan to a company will be illustrated. The fact that there exist many strategies 

to get to the goal of discovering the choice of the features, also known as variables or 

attributes, the criteria, and the machine learning algorithm that provides a proper 

solution to the asked question will be observed.    

 

In the case of banking, the algorithms help to evaluate the dataset’s accuracy to classify 

the applicants who are applying for a loan into good and bad classes. Those applicants 

who fall in the good classes have a high chance of returning the borrowed money to the 

financial institution. Those applicants who fall in the bad classes have a low chance of 

repaying the credit to the financial institution so, they are known as the defaulters of 

the bank loans. To reduce the bad loan rate in the credit dataset, many types of credit 

risk evaluation procedures are utilized [2], [3], [4]. Sometimes enormous losses can be 

minimized even with a little bit of improvement in the credit evaluation accuracy. The 

advantages of the dependable credit risk dataset are it minimizes the cost of credit 

scoring, flawless decision-making in a very short amount of time, and avoid the risk 

associated with the collection of the issued loan. while the evaluation of credit risk plays 

a very important role in the financial field and it is very vital with big challenges faced 

by financial organizations, accuracy plays a very impactful role in the credit data 

classification to keep financial loss in control. The increase in bad loan rates in the 
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dataset of credit risk which is not dependable gives motivation towards this area 

[5]. However, in Bangladesh, few loans get classified. 

 

Hence, this study is intended to classify the loan risk and discover the best algorithm 

that performs with the best accuracy to predict whether a grant in the loan will safely 

bring the cash back with interest. In this research, all challenges will be tackled during 

the data collection stage, filtering the dataset for important attributes, and selecting a 

dependable classification algorithm of machine learning to discover the best possibility 

of a loan being repaid in due time. In the later stages of this study, with evaluation 

metrics, the data will be evaluated and then the best solution for the prepared dataset 

for this topic will be tried to be discovered.  

 

1.2 Motivation 

 

In modern times, most lender organizations do not classify loans rather are using the 

judgmental approach to determine whether a customer is credit-worthy or not. Also, 

since the loans are not getting classified properly, the high risk of loss exists due to the 

approval of applications of customers that in the future will not repay the money that 

was lent, and one more problem is potential customers are getting a lesser score. As 

such, a dynamic credit risk model created by machine learning algorithms can at a very 

early stage discover clients that hold a higher risk of future delinquency. It could be a 

valuable instrument for the lender’s company. So, it is necessary to build a predictive 

model by using popular algorithms to classify clients’ accounts as either risky or not 

risky. The machine learning models will be built using various algorithms trained on 

historical credit datasets. ML is a sub-section of computer science that has the potential 

to discover patterns, and insights and learn without being manually programmed after 

its creation. Machine learning tools are very dependable for a problem like this. 

Although some similar projects and research had been done, the lender’s organization 

was not motivated to use those technologies. So, multiple new models will be built and 

one model will be selected from them that will provide higher accuracy and 

performance than the existing models to encourage the creditors to use them. 
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1.3 Rationale of the Study 

 

Many studies regarding credit risk governance to predict credit-worthy applicants have 

been conducted over the years. The decisions were taken by examining the socio-

economic and demographic profiles of a debtor. There are various restrictions in these 

techniques, in particular, authentic comparisons are impossible to perform between the 

existing client's behavior with a new client. In this process, a few features get missing 

from the comparison for which bad loan rates are rising over the years. This possess a 

big challenge for financial organizations and other banking companies, as they are now 

in need of a robust risk prediction model built with the help of computer science to 

generalize the economic behavior of their existing and potential future customers. In 

this paper, ML methods were utilized to make a predictive model in which various 

attributes are identified as important, and also the models were used to predict the 

behavior of customers by predicting whether they are risky or not risky to issue a loan. 

 

1.4 Research Questions 

 

At the beginning of every research, some questions are needed to be considered. This 

will help in completing the research successfully. Without, considering the research 

question, it will be tough to complete any research. The questions that were considered 

before working on this research are mentioned below:  

 

1.     What methodology will be used for this research? 

2.     How the data should be collected? 

3.     What kind of machine learning algorithm should be used?  

4.     What is the prefect programming language to implement the solutions?  

5.     Which features are important to predict the outcome perfectly? 

6.     Does every algorithm work perfectly (yes/no)? 

7.     Is it possible to get a good accuracy score from the built models?  

8.     How do different machine learning algorithms perform on credit risk  

        datasets to get a prediction? 

9.     Is the time enough for completing the study? 
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1.5 Expected Output 

 

ML and AI have made daily life easy by providing automated predictive results which 

are close to 100% accurate. It is needed to train the computers, based on the previous 

behavior of people, which comes as datasets, and apply their learning in different 

domains from medical to financial sectors. This paper will center around various 

modeling approaches and model performance of machine learning to identify 

dependable algorithms for credit risk systems after selecting the accurate features and 

data related to those features. In this research, whether an applicant is risky or not to 

give a loan will be predicted. This is a binary classification problem. So, the result will 

be in simple “Yes” or “No form. It is expected that the accuracy, precision, recall, F1-

Score, and AUC value of the ML models trained with various ML algorithms will 

increase and the scores will be better than the scores of most of the research. 

 

1.6 Report Layout 

 

The summary of the entire report has been mentioned in this section where what chapter 

will contain what type of information will be mentioned in short. This will be helpful 

in finding important pieces of information from a particular chapter quite easily. 

 

Chapter 1: Introduction  

This chapter provides the introduction, motivation, rationale of the study, questions 

regarding the research topic, and the outcome of this research that was expected. By 

giving a gentle introduction to this research, those topics were discussed briefly.  

 

Chapter 2: Background  

This chapter consists of some basic terminologies, what has already been accomplished 

via means of the preceding workers/researchers on this topic, what the findings and 

problems of their findings are, and why the mentioned approach in this paper is more 

accurate compared to theirs. The scope of the research problem will be elaborated and 

the challenges will be pointed out that were tackled during this research.   
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Chapter 3: Research Methodology  

This chapter shows the methodology that was proposed. But before that, the research 

subject and instruments required will be discussed and then some essential methods like 

data collection, data visualization, data augmentation, data pre-processing, etc. will be 

mentioned. Some general information about ML and its algorithms will be mentioned 

so that the concept can be understood by everybody. The statistical analysis of the topic 

will be discussed. Some implementation requirements for the data analysis stage will 

be pointed out at the end of this chapter. 

 

Chapter 4: Experimental Results and Discussion  

This chapter elaborates on the performance comparison of the “Success rate” of this 

paper’s trained ML models with some well-known ML algorithms such as Decision 

Tree(DT), Random Forest(RF), Naïve Bayes(NB), K-Nearest Neighbor(KNN), 

Support Vector Machine(SVM), and Logistic Regression(LR). After that, the complete 

result analysis of all models will be discussed and then the result of the models will be 

evaluated using a confusion matrix, AUC-ROC Curve, and Cross-Validation to select 

a suitable model for this topic.   

 

Chapter 5: Impact on Society, Environment and Sustainability  

This is the chapter where bank loans' impact on society and the environment has been 

mentioned. The ethical aspects that need to be followed during the research work have 

been described.  Finally, a sustainability plan of the machine learning technique has 

been detailed so that financial institutions can upgrade their policy, and following the 

plan, they can improve their performance. 

 

Chapter 6: Summary, Conclusion, Recommendation, and Implication for Future 

Research  

This is the chapter where a conclusion was made by summing up the entire work. Some 

of the works for the future regarding this topic will be discussed. Some 

recommendations were also provided that can be used by future researchers in their 

studies. 
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CHAPTER 2 

BACKGROUND 

 

2.1 Introduction 

 

In this chapter, the reasons for studying this field of ML algorithms, and how the 

algorithms are utilized to automate the process of providing risk-free loans to 

borrowers, especially new clients will be discussed. Before moving toward the work, 

here the work that had been done which is related to the area of prediction of success 

rate will be mentioned. Here, various study papers, their procedures with their plan of 

action, and the problems with their works will be discussed. A comparative analysis of 

what was discovered from other research papers will be made. The current decision-

making method for approving or denying the loan-related application will also be 

mentioned.   

 

2.2 Related Works 

 

There are many studies available for credit risk assessment. However, in Bangladesh, 

judgmental techniques are applicable for detecting risky applicants. Firstly, the 

techniques used to filter applications in Bangladesh and then the topic where machine 

learning is used to predict loan risk will be discussed to make the application process 

faster. 

 

In banking, bank authorities gather information about an applicant who wishes to get a 

loan from there. They use this information to evaluate the chances of the loan and 

interest not being repaid. They typically evaluate the data in a subjective manner and 

typically judgmental technique is used. Typically, the bank manager assesses the 

information on a particular applicant. This assessment involves a detailed study of the 

6 aspects which are mentioned in the next page: 
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 Character – credit officer must be satisfied with the borrower’s intention for 

applying for a bank loan and a consequential motive to repay. 

 Capacity – credit officer must be certain that the client has the authorization to 

apply for credit and the applicant must have legal standing to put pen to paper 

on a binding credit agreement.  

 Cash – credit officer must have the answer to the question: Does the applicant 

have the capability to produce cash to repay the debt?  

 Collateral – credit officer must inquire, does the applicant have enough net 

worth or adequate quality properties to give enough support for the debt. 

 Conditions – both credit officers and credit analysts must be keeping their eyes 

open on the current trends in the applicant’s line of work and how changing 

financial conditions may affect the debt. 

 Control – it centers on such questions as whether modifications in rules and 

regulations could have an adverse impact on the applicant and if the debt plea 

fulfills the bank's and the regulatory authorities’ standards for debt quality. 

 

After assessing the aspects, the bank authority has a good idea of whether an applicant 

is credit-worthy or not. Then they use the credit risk grading system suggested by 

Bangladesh Bank. This system has 8 categories: 

 

TABLE 2.1: CREDIT RISK GRADE SYSTEM 

Grading Short Name Number 

Superior SUP 1 

Good GD 2 

Acceptable ACCPT 3 

Marginal/Watchlist MG/WL 4 

Special Mention SM 5 

Sub standard SS 6 

Doubtful DF 7 

Bad & Loss BL 8 

 

An explicit definition of the various groups of Credit Risk Grading is mentioned in the 

next page: 
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 Superior (SUP) – Loan facilities, that are considered completely secured 

meaning cash is entirely covered, completely covered by the guarantee of the 

government, and completely covered by an international bank guarantee which 

is top-tier. 

 Good (GD) – The debtor has strong refundability, great liquidity, low leverage, 

a fixed amount of market share, and good managerial expertise and skill. Credit 

facilities are completely covered by top-tier local bank guarantees and a score 

of an aggregate of 85 or more than that on the basis of the Risk Grade Score 

Sheet(RGSS).  

 Acceptable (ACCPT) – This category of debtors is not as strong as people who 

fall under GOOD Grade and the grade above that grade, however still display 

consistent wages and cash flow. They also have an up-to-the-mark track record. 

Debtors have enough liquidity, cash flow and wages, allowable management, 

and parent/sister organization guarantee. Loans in this category would generally 

be retained by allowable collateral and a score of an aggregate between 75 – 84 

on the basis of the RGSS. 

 Marginal/Watch list (MG/WL) – This category of debtors have an above-

average risk because of worn liquidity, which is higher than any normal 

leverage, thin money flow and/or not consistent wages, weaker business money, 

and early signals of warning of emerging companies loan detected. The debtor 

sees a loss, credit refund daily fall past due, conducting account is not good, or 

other unmentioned components are available. This kind of loan needs attention 

and a score of an aggregate of 65 – 74 on the basis of the RGSS.  

 Special Mention (SM) – The people who fall in this category has possible flaws 

that need the authority's attention. If it is left not corrected, these flaws may 

bring the outcome of deterioration of the refund prospects of the debtor. A score 

of an aggregate of 55 – 64 is on the basis of the RGSS.  

 Substandard (SS) – Economical position is weak and the capacity to refund the 

loan is in doubt of the authority. These flaws endanger the full loan settlement. 

A score of an aggregate 45-54 on the basis of the RGSS. 

 Doubtful (DF) – Complete refund of interest and principal is not likely and the 

probability of loss is pretty high. But, because of specifically identifiable 

unresolved factors like liquidation procedures, capital injection or litigation, the 
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property is so far not been classified as Bad and Loss. A score of an aggregate 

35 – 44 is on the basis of the RGSS. 

 Bad & Loss (BL) – The loan of this group has zero advancements in getting a 

refund or is on the edge of wind-up or liquidation. The recovery chance is very 

low and legal choices have been taken. This group shows that it is yet to be 

desirable or practical to defer writing off this fundamentally not valued property 

even though part of the loan recovered may be affected in the future. A score of 

an aggregate of lesser than 35 is on the basis of the RGSS.   

 

After this, the bank authority finalizes the loan agreement [6]. 

 

Trilok Nath Pandey and co. carried out research on predicting credit risk using ML 

methods. The main purpose of their study shows that it is possible to predict risky 

classes using machine learning. They used 9 ML algorithms (Bayesian Classifier, Naïve 

Bayes, Decision Tree, K-Nearest Neighbors, K-Means, Multilayer Perceptron, Extreme 

Learning Machine(ELM), Support Vector Machine(SVM), Artificial Neural 

Network(ANN)) to predict the risky applicants. They used German and Australian 

datasets, which had 20 and 14 attributes, in their research. It is seen ELM, which is a 

feedback single hidden layer feedforward neural network(NN), gives the highest 

accuracy (96.33 for the Australian Dataset and 96.32 for the German Dataset) for both 

datasets [7]. 

 

Huang and his team suggested a hybrid SVM-based loan scoring ML model, which 

explores the optimal ML model parameters and attribute subset to enhance the loan 

scoring accuracy [8]. 

 

The authors Kulkarni and Purohit, for the loan evaluation ML model, differentiated 

logistic regression(LR), multilayer perceptron(MLP) ML model, radial basis neural 

network(NN), SVM, and DT and they found that SVM, DT, and LR are the best ML 

models for predicting outcomes for classifying the credit applications [9]. 

 

NB, NN, and DT were utilized in Ahmed and Hamid’s research for predicting loan risk. 

The output of this work indicated that the DT algorithm is the best ML algorithm on 

the basis of accuracy score [10]. 
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Fisnik Doko and his team conducted research on the central bank dataset using five 

different ML algorithms (SVM, DT, RF, NN, and LR). They found that the ML model 

trained with the decision tree algorithm had the best accuracy while keeping the data 

imbalanced and without attribute scaling. RF and LR next two best algorithms based 

on accuracy [11]. 

 

2.3 Comparative Analysis and Summary 

 

In this section, the result of this paper’s model will be compared with other researchers’ 

models. This will give an overview of the performances of all ML models to everyone. 

In summary, the best model that was found at the end of this research was trained using 

the random forest algorithm. If this model is compared with other models, it is quite 

visible that the score of the accuracy rate of the ML models in this paper is better than 

other researchers' models that have been mentioned in the table below: 

 

TABLE 2.2: COMPARATIVE ANALYSIS 

Author Algorithm (Model) Accuracy (In Percent) 

 

 

 

Trilok Nath Pandey [7] 

 

 

Decision Tree 90.72% 

Naïve Bayes 78.26% 

K-Nearest Neighbor 89.10% 

Logistic Regression 90.72% 

Support Vector Machine 85.94% 

Extreme Learning Machine 

(Best Model) 

 

96.33% 

 

Cheng-Lung Huang [8] 

 

 

Support Vector Machine 

 

80.00% 

 

 

Seema Purohit [9] 

Decision Tree 

(Best Model) 

 

94.80% 

Logistic Regression 88.70% 

Support Vector Machine 88.80% 

Aboobyda Jafar Hamid 

[10] 

Naïve Bayes 73.87% 

j48 (Best Model) 78.38% 
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Fisnik Doko [11] 

Random Forest (Best Model) 92.15% 

Decision Tree 92.05% 

Logistic Regression 92.00% 

Support Vector Machine 91.50% 

 

 
 

My Result 

Random Forest 97.35% 

Decision Tree 95.27% 

Naïve Bayes 91.29% 

K-Nearest Neighbor 89.77% 

Logistic Regression 96.59% 

Support Vector Machine 90.15% 

 

2.4 Scope of the Problem 

 

The first priority of any financial institution is to evaluate borrowers’ applications to 

ensure that the applicant does return the money they took as debt. The safe return of the 

money depends on this step. However, this process takes a longer period of time. 

Different types of filtering and verification are done to thoroughly examine the 

application of the debtor. There are lots of complexity arises when financial institutions 

include many dimensions during the credit risk analysis. These measurements typically 

comprise financial data such as behavioral data of the person, or liquidity ratio such as 

loan payment behavior. Summarizing all of these different aspects into one score is 

very challenging, but tools of ML can help in achieving this objective.  

 

The main goal of ML techniques and statistical learning methods is to learn from data 

and provide an outcome. The training dataset contains thousands of data to train the 

ML models and the testing dataset is utilized to verify how flawlessly the ML models 

can give a prediction. Both of the methods have the same aim and that is to analyze the 

underlying relationships by using a training dataset. Typically, statistical learning 

techniques presume formal relationships between features in mathematical equation 

forms, while machine learning models can learn from given data without needing rules-

based programming. Because of this flexibility, machine learning techniques can 

discover patterns from data by maintaining high accuracy. Thus, the prediction that was 

found from the machine learning models is way faster than manual sorting, and based 
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on the accuracy and selecting the best algorithm, risky borrowers can be detected easily 

and very quickly at the same time.   

 

2.5 Challenges 

 

The biggest challenge tackled during this study is finding relevant data. In Bangladesh, 

financial institutions tend to keep their data confidential. So, borrowers' real-time data 

could not be collected. Thus, this research entirely depended on the dataset found online 

[12].  

 

The next problem that was tackled was selecting the appropriate dataset. Some features 

of this research were listed. However, it was hard to get a dataset with the attributes that 

needed to be used. Fortunately, a dataset that had the selected features was found. The 

dataset was found in Kaggle which was perfect for this research. It had lots of attributes 

in it. So, the unnecessary features need to be deleted. The quality of the dataset was also 

good and it contains enough data for this research. 

 

During building the model, some challenges were tackled as well. As machine learning 

is a new topic, it was required to learn about the technology from the beginning. So, 

coding was quite difficult at times. Some problems were encountered during the feature 

selection stage. There was confusion while removing identical weighted attributes. 

Finally, selecting the best algorithm for this topic was also a difficult task to handle. 

Although some of the challenges were very critical, the problems were sorted out to 

conduct this research. In summary, the problems that were tackled during this study: 

 

 Finding the loophole in the available topic 

 Collecting relevant data in support of this research topic 

 Cleaning the large dataset 

 Selecting appropriate features 

 Learning about the machine learning algorithms that would work best for this 

research 

 Learning about the coding aspect of this research 

 Choosing the algorithms and comparing their accuracy 
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CHAPTER 3 

RESEARCH METHODOLOGY 

 

3.1 Introduction 

 

In this chapter, the research subject who were targeted to collect data from and the way 

of collecting the data, and then the use of research instruments like Google 

Colaboratory, Python and its libraries, algorithms, etc. on the gathered data to make a 

dataset, will be elaborated. Statistical analysis on the prepared dataset will be done and 

then a methodology will be mentioned and used to progress in this research. The ways 

of detecting errors in the dataset and the ways of handling the errors will be mentioned 

in this chapter. The features that were selected will be described and the ways of 

filtering the features to get more important features among them will be explained. A 

summarization of the type of results that were searched for and the ways of evaluating 

the models will be mentioned in this chapter. At the end of this chapter, the 

implementation requirements of this research topic will be described. 

 

3.2 Research Subject and Instrumentation 

 

Research subjects and instruments are important parts of research. the research subject 

and research instrument will be discussed in two subsections. 

 

3.2.1 Research Subject 

 

A research subject is an entity that takes part in the research. Data is gathered from or 

about the subject to help solve the question under study.  Credit risk is a problem that 

is related to financial institutions. Loans are given to borrowers by banks after agreeing 

to some terms and conditions. To get a loan, borrowers must apply for it. The banks go 

through some steps to validate the applications. The application form contains data 

about the borrowers. The borrowers are asked by the bank authority to submit more 

financial documents which they also validate. The final outcome is that the bank 

authority either approves or declines the application of the debtor depending on their 

financial condition and the amount of the loan they applied for. So, the data of the 
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borrowers is the key factor. Without the data, the proper evaluation steps cannot take 

place. So, in this topic, the subject of the research is the borrowers/debtor who applies 

for a loan from a financial institution. 

 

3.2.2 Research Instrumentation 

 

A Research Instrument is a tool utilized to gather, measure, visualize, and analyze the 

data that are related to the study interests. In this section, the instruments like python, 

and its libraries (Pandas, NumPy, Seaborn, etc.), which were used in this research to 

clean, analyze and visualize data, and also to build the model, and evaluate the result, 

will be discussed. The algorithms (RF, DT, NB, KNN, LR, and SVM) will be discussed 

in this section. 

 

Google Colaboratory: Google Colaboratory, “Colab” in short, is a web IDE for 

python programming language from Google Research. Colab allows everyone to write 

and execute python language code through any browser just by signing in to a Google 

account and it is mainly used for machine learning purposes, data analysis, etc. Colab 

is a very good instrument for data scientists who want to run ML and Deep Learning 

projects in the cloud [13]. 

 

Python: Python is a high-level programming language. Python is utilized to build 

websites and both desktop and phone software. Automating tasks can also be done 

using python. It is also used to carry out data analysis. Python is also known as a 

general-purpose language that has the power to create various programs and it is not 

specialized for any specific tasks. Nowadays, it is a must-learn language to do machine 

learning-related tasks. It is enriched with libraries that are used in data manipulation, 

data augmentation, data visualization, model training, and so on [14]. 

 

Pandas: Pandas is a python library for data manipulation and data analysis. Pandas 

have been one of the most popularly utilized instruments for Data Science and ML. 

Pandas is also the best instrument for handling messy data in the real world [15]. 
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NumPy: NumPy is an open-source python library. NumPy can be utilized to perform 

different operations of mathematics on arrays. It adds data structures that are very to 

Python that are efficient in arrays and matrices calculation. It also has a big library that 

consists of mathematical functions of high-level that operate on arrays and matrices 

which is helpful in ML problem-solving [16].  

 

Scikit-learn: Scikit-learn, also known as sklearn is one of the most useful python 

libraries that is utilized to do machine learning tasks. This library possesses a lot of 

effective instruments for both statistic modeling and ML including classification, 

regression, clustering, and dimensionality reduction. It can be utilized in data 

preprocessing. It is also used to train models using different algorithms after splitting 

the dataset into two sets (Training Data and Testing Data) [17]. 

 

Matplotlib: Matplotlib is a library of python for graphical plotting and data 

visualization that is a cross-platform library. It is the numerical extension NumPy. It 

can be a viable open-source alternative to MATLAB. The pyplot functions of 

Matplotlib can be used to make a change to figures: like creating graphs, creating a 

plotting area in a graph, and even plotting s various lines in the plotting area. It can also 

be utilized to decorate the plot with suitable labels, etc. [18]. 

 

Pydotplus: Pydotplus is also a library of python for graphical plotting and data 

visualization. It delivers a Python Interface to GDL (Graphviz's Dot Language) [19].  

 

Seaborn: Seaborn(SNS) is also a library of python that is used for drawing statistical 

graphics. It is built on top of matplotlib. It also combines closely with the pandas 

library’s data structures. SNS helps to visualize and better understand the pattern of the 

data.  It is also used to visualize random distributions [20]. 

 

Missingno: Missingno is a very good and very simple Python library that gives a series 

of data visualization functions that can be worked with to better understand the presence 

and distribution of data that are missing from the dataset. This missing value can be 

represented either in a barplot, matrix plot, heatmap, or a dendrogram [21]. 
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Imbalanced-learn: Imbalanced-learn, also known as imblearn, is an open-source 

python library that provides functions to deal with the classification of imbalanced 

classes [22]. Imbalanced classes in machine learning are those classes where the 

number of instances of the values of the target variable is not the same. Suppose, in a 

binary classification problem, let’s say, in this research’s problem, it is necessary to 

find a risky applicant. So, the values of the target variable are either risky or not risky. 

It can be either said “Yes” or “No”. Now, consider the instances of “Yes” are 50 not 

“No” are 10. This is an imbalanced dataset with an imbalanced target variable. To 

balance the dataset, oversampling, under-sampling, and SMOTE techniques are used to 

balance the dataset. 

 

SMOTE: SMOTE means Synthetic Minority Oversampling Technique is a popular 

oversampling system that is utilized to handle imbalance classes. It has only one main 

task and that is to balance the class distribution by expanding minority class examples 

randomly by copying them. SMOTE incorporates new minority cases between existing 

minority cases [23]. 

 

Machine Learning: Machine learning, or ML, in short, is a sub-section of AI, which 

is defined as a way that a machine can imitate intelligent human behavior. AI systems 

are utilized to perform very complex jobs in a way that is very similar to how human 

beings can solve real-world problems. In data science, ML is utilized to learn the pattern 

from dataset data and give insights from that data after analyzing it. Some well-known 

algorithms are used to train a ML model [24]. In this study, algorithms will be used to 

train a model which will be used on a binary classification problem. The model will 

predict whether an application is risky or not depending on the data that was used to 

train it and the data that is sent to get a prediction. 

 

Random Forest: Random Forest, or RF, in short, is a viral ML algorithm that is part 

of the supervised learning method. RF is utilized for both Regression and Classification 

problems in computer science. RF is mainly based on the ensemble learning 

concept, which is a procedure of combining more than one classifier to get a solution 

to a very complex problem and improve the accuracy rate thus improving the 

performance of the trained model of ML. RF is a classifier that has many decision trees 

on multiple subsets of the given dataset and it considers the average of DT data and 
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improves the predictive accuracy and performance of that dataset. It does not rely on 

one DT. The RF algorithm takes prediction from each and every DT and on the basis 

of the majority votes of predictions, it gives the final outcome as a prediction. The 

higher the number of DT in the forest the higher accuracy and performance can be 

acquired. It also disallows the overfitting problem [25]. The diagram below shows the 

working of the RF algorithm: 

 

 
Figure 3.1: Random Forest 

 

Decision Tree: Decision Tree, DT in short form, is also a Supervised learning(SL) 

method that can be utilized for both regression and classification problems; however, 

DT is mostly utilized for answering problems regarding classification. As the name 

suggests, the structure of this algorithm is just like a tree, where all internal nodes 

represent the attributes of a given dataset. The branches of the tree point to the decision 

rules and each and every leaf node of the tree points to different outcomes. In a DT, 

there are basically two nodes available, which are called the Decision Node, and the 
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other one is called the Leaf Node. The decision nodes are utilized to make any kind of 

decision and it has more than one branch, on the other side, Leaf nodes are only the 

outputs that were acquired from the decisions and they do not have any other 

branch(es). The decisions are implemented on the basis of the attributes of the dataset. 

It is represented in graphical form for acquiring all the outcomes that are possible for a 

decision on the basis of the given conditions. The DT begins with the root/top node, 

which has branches and they construct a tree-like structure. A DT simply has a query 

and on the basis of the solution (Y/N), it further split the remaining branches into 

subtrees [26]. The diagram below shows the basic structure of a DT: 

 

 
Figure 3.2: Decision Tree 

 

Naïve Bayes: Naïve Bayes, NB is short, is an SL algorithm, which is made using the 

Bayes theorem and is utilized for answering problems related to classification. NB is a 

very simple and powerful algorithm for classification problems which helps in building 

faster ML models that can certainly make quicker predictions. It is known as a classifier 

of probabilistic because it gives prediction based on the probability of an object [27]. 
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K-Nearest Neighbor: K-Nearest Neighbor, KNN in short, is also a simple ML 

algorithm that is again based on the SL method. KNN ML algorithm presumes the 

likeness between the new data and the data cases that are available and places the new 

case data into the group that is like the available groups. KNN ML algorithm keeps 

every data point that are available and classifies a new point of data on the basis of the 

similarity. This simply means when the appearance of new data then it can simply be 

classified into a well-suited group by utilizing the KNN ML algorithm. KNN ML 

algorithm can be utilized for both problems related to regression and classification. 

However, it is utilized for problems related to classification. KNN is a non-parametric 

ML algorithm. It means it does not assume underlying data. It doesn’t immediately 

learn from the training dataset, instead, it keeps the entire dataset. At the time of 

classification, it carries out an action on that dataset, that is why it’s called a lazy learner 

ML algorithm. At the training stage, the KNN ML algorithm just keeps the dataset and 

when data that is new appears, it classifies that new data point then and there into an 

existing group that is much like the new point of data [28]. 

 

Logistic Regression: Logistic regression, LR in short, is another most utilized ML 

algorithm, that comes under the ML SL method. It is utilized for predicting the 

categorical not independent feature by utilizing a given set of independent features. LR 

makes a prediction of the result of a categorical not independent feature. So, the result 

must be either a categorical or a discrete value. It is also can only be Y or N, in binary, 

1 or 0, or Boolean value, True or False, etc. However, instead of giving the required 

value as 1 and 0, it gives the values of probabilistic. That value lies between 1 and 0. 

LR is utilized for answering problems related to classification. In LR, a logistic function 

that is shaped like “S” is fitted instead of fitting a line of regression, which makes a 

prediction of two maximum values (1 or 0). The curve from the logistic function tells 

the probability of something such as whether the cells are cancerous or not. LR is an 

outstanding ML algorithm. It has the capability to give predictions and classify new 

point of data by utilizing continuous and discrete datasets. LR can be utilized to classify 

the observations by utilizing various data types and can very easily determine the most 

useful features utilized for the classification [29]. The image below is displaying the 

logistic function: 
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Figure 3.3: Logistic Function    

 

Support Vector Machine: Support Vector Machine, SVM in short, is also a popular 

SL algorithm, which is utilized for the problems of regression and classification. But 

SVM has mainly utilized problems related to classification in ML. The goal of SVM 

ML is to graph the line that is best that can segregate n-dimensional space into more 

than one class so that it can be easy to put newer data points in the actual group in the 

time ahead. This line that is best is known as a hyperplane. The SVM algorithm chooses 

the extreme vectors that assist to graph that hyperplane. These points are popularly 

known as support vectors, and that is why the algorithm is called SVM [30]. 

 

3.3 Data Collection Procedure  

 

Data collection is an essential part of any research. The data is analyzed to find 

something that is undiscovered. The case is the same for machine learning-related 

problems. Data is used to train ML models using training data. Some data is kept for 

testing purposes. Secondary data was collected from Kaggle for this research. It was 

not possible to get primary data from financial institutions. They follow the rule of 

keeping their client’s data confidential strictly. After collecting the data, a dataset 

consisting of features was formed and then get it ready for preprocessing stage. Again, 

in this paper’s case, a dataset was not required to be made because the dataset was 

already acquired from Kaggle. Although the dataset was collected from Kaggle, some 

questions were considered before selecting the dataset. The questions that were 

considered are mentioned in the next page: 
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1. What is their annual income? 

2. What is the amount of loan they are applying for? 

3. What is their purpose for wanting to take a loan? 

4. For how long do they want to take a loan? 

5.  For how many years they have been working? 

6.  Is their income low, medium, or high with respect to the applied loan? 

7. What is their home status? 

8. What is the interest rate of the applied loan? 

9. Is the interest amount of the applied loan high or low according to their salary? 

10. Which grade does the applicant fall? 

11. What is the debt-to-income ratio for an applicant? 

12. What is the monthly installment amount? 

13. What is the amount that is to be repaid at the termination date? 

14. What is the total recovery principal amount? 

15. What is the amount that was recovered at the termination date? 

 

Exploratory Data Analysis: Exploratory analysis is the step of reading the data from 

the dataset and then exploring the features. The knowledge is very important about the 

total number of attributes and the total number of records the dataset holds, what type 

of data they hold, and the range of values of each variable they take on. In the selected 

dataset, there were 1343 records with 24 features. The features will be described in 

detail. The features are: 

 

id: This feature holds unique numerical values which identify an individual client. 

 

emp_length_int: This feature also holds the numerical values of the length of 

employment for clients. For simplicity, A value of 10 for 10 years of experience and 

0.5 for 5 months of experience was taken. Every record for this variable is converted 

this way. It does not hold unique values as id.  

 

home_ownership: This feature holds categorical values of home_ownership for each 

client. The values are RENT, OWN, and MORTGAGE. The values for all records are 

not unique. 
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home_ownership_cat: The feature holds the numerical values which were acquired 

from converting the values of home_ownership. RENT = 1, OWN = 2, and 

MORTGAGE = 3 were taken. The values for each record are not unique which means 

they are seen more than once. 

 

income_category: This feature holds categorical values of the income category of each 

client. The values are Low, Medium, and High. It indicates in which category the client 

falls. The values for all records are not unique. 

 

annual_inc: This feature holds numerical values that indicate the annual income of the 

client. In this dataset, the values are within the range of 6000 – 1782000. The values 

for all records are not unique. 

 

income_cat: This feature holds numerical values which were acquired from converting 

the values of income_category. Low = 1, Medium = 2, and High = 3 were taken. The 

values for each record are not unique. 

 

loan_amount: This feature holds numerical values of the amount of loan the clients 

applied for. In this dataset, the values are within the range of 1000 – 35000. The values 

for all records are not unique. 

 

term: This feature holds categorical values of the time for which the clients want to 

take the loan. In this paper’s dataset, there are two values for this feature. The values 

are 36 month and 60 month. The values for all records are not unique. 

 

term_cat: This feature holds numerical values which were acquired by converting the 

values of the term. 36 month = 1, 60 month = 2 was taken. The records are not unique. 

purpose: This feature holds the categorical value of the reason why the clients borrow 

the money. The values are credit card, debt consolidation, car, other, medical, home 

improvement, purpose, moving, major purchase, vacation, small business, house, 

wedding, and renewable energy. The values for each record are not unique. 

 

 



©Daffodil International University  24 

purpose_cat: This feature holds numerical values which were acquired from 

converting the values of purpose. credit_card = 1, car = 2, small_business = 3, other = 

4, wedding = 5, debt_consolidation = 6, home_improvement_purpose = 7, 

major_purchase = 8, medical = 9, moving = 10, vacation = 11, house = 12, and 

neweable_energy = 13 was taken. The values for each record are not unique. 

 

interest_payments: This feature holds categorical values of how high or low the 

amount of the loan is. The values are Low and High. 

 

interest_payment_cat: This feature holds numerical values which were acquired from 

converting the values of interest_payment. Low = 1, and High = 2 were taken. The 

values for each record are not unique. 

 

interest_rate: This feature holds numerical values that indicate the rate of interest on 

the loanable amount of money. In this dataset, the values are within the range of 5.42 – 

24.59. The values for all records are not unique. 

 

grade: This feature holds categorical values that indicate the grade in which the client 

falls. Grade mainly divides the client into groups according to the interest rate. The 

grades are A, B, C, D, E, F, and G. The values for all records are not unique. 

 

grade_cat: This feature holds numerical values which were acquired from converting 

the values of grade_cat. A = 1, B = 2, C = 3, D = 4, E = 5, F = 6, and G = 7 was taken. 

The values for each record are not unique. 

 

dti: DTI means Debt-To-Income ratio which indicates the amount of money a client 

owes to a financial institution each month according to the amount of money he/she 

earns every month. This feature holds numerical values. In this dataset, the values are 

within the range of 0.00 – 29.99. The values for all records are not unique. 

 

total_pymnt: This feature holds numerical values which indicate the amount of money 

that needs to be repaid at the end of the loan term. The repaid amount will be the money 

that was taken as a loan and the interest on that same amount. In this dataset, the 

values are within the range of 0.00 – 50110.74. The values for all records are not unique. 
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total_rec_prncp: This feature holds numerical values which indicate the amount of 

money that will be received by the financial institution after principal loss in respect of 

an asset of the borrower. In this dataset, the values are within the range of 4725.00 – 

35000.03. The values for all records are not unique. 

 

recoveries: This feature holds numerical values which indicate the amount that was 

received from the borrower, by the financial institution, prior to the termination date. 

In this dataset, the values are within the range of 0.00 – 22943.37. The values for all 

records are not unique. 

 

installment: This feature holds numerical values which indicate the monthly payment 

that needs to be paid by the clients as part of the installment policy of the financial 

institution. In this dataset, the values are within the range of 32.23 – 1283.50. The 

values for all records are not unique. 

 

loan_condition: This feature holds categorical values which indicate whether the client 

is eligible for a loan grant. This is the target feature or dependent feature for this 

research. Two types of values are held by this attribute. They are Good Loan and Bad 

Loan. This attribute will not be used during the programming part. The values will be 

converted into numerical values for simplicity. 

 

loan_condition_cat: This feature holds numerical values which were acquired from 

converting the values of loan_condition. Good Loan = 0, and Bad Loan = 1 was taken.  

The records are not unique. This attribute will be used during the programming part. 

 

Removing Unnecessary Attributes: In this dataset, 24 attributes were present. 22 of 

them are independent variables and 2 of them are dependent variables. Although there 

were 24 attributes, some of the attributes are conversions from categorical values to 

numerical values of some other attributes in the dataset. The home_ownership_cat is 

the conversion into the numerical value of the home_ownership attribute which holds 

categorical values. Similar attributes are income_category (categorical) and income_cat 

(numerical), the term (categorical) and term_cat (numerical), purpose (categorical) and 

purpose_cat (numerical), interest_payments (categorical) and interest_payment_cat 

(numerical), grade (categorical) and grade_cat (numerical). They are independent 
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attributes. Even the dependent attribute loan_condition has categorical values which 

were converted into numerical values and that attribute is loan_condition_cat. The 

attributes that hold categorical values will not be used for programming cases. So, 

home_ownership, income_category, term, purpose, interest_payments, grade, and 

loan_condition attributes will be dropped. Also, the id attribute will be dropped as well 

since it will make no sense to use the id of an applicant. Therefore, 16 attributes will be 

used 15 of which are independent features (emp_length_int, home_ownership_cat, 

annual_inc, income_cat, loan_amount, term_cat, purpose_cat, interest_payment_cat, 

interest_rate, grade_cat, dti, total_pymnt, total_rec_prncp, recoveries, and installment) 

and 1 dependent feature (loan_condition_cat). 

 

The description of all attributes is summarized in the table below: 

 

TABLE 3.1: SELECTED ATTRIBUTES’ DESCRIPTION 

Attribute Description Type 

Employment Length 

(emp_length_int) 

Applicant’s employment status over 

the years 

Numeric 

Home Ownership 

(home_ownership) 

Values: Rent, Own, Mortgage Categorical 

Income Category 

(income_category) 

Values: High, Medium, Low Categorial 

Annual Income  

(annual_inc) 

Applicant’s yearly salary  Numeric 

Loan Amount  

(loan_amount) 

Applicant’s applied loan amount Numeric 

Term (term) 36 Months (Short Term),  

60 Months (Long Term) 

Categorical 

Purpose (purpose) Applicant’s reason for loan 

application 

Categorical 

Interest Payments 

(interest_payments) 

Values: Low, High Categorical 

Interest Rate (interest_rate) Interest on applied loan Numeric 
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Grade (grade) Clients are grouped into different 

categories according to interest rate 

Value: A, B, C, D, E, F, and G 

Categorical 

DTI (dti) The ratio of how much an applicant 

owes to how much he earns 

Numeric 

Total Payment 

(total_pymnt) 

Total payable amount with interest at 

the end of the agreement 

Numeric 

Total Recovery Principal 

(total_rec_prncp) 

Principal payment received in respect 

of an Asset after a Principal Loss 

Numeric 

Recoveries (recoveries) The amount that was recovered at the 

end of the contract 

Numeric 

Installment (installment) The monthly amount to be paid Numeric 

Loan Condition 

(loan_condition_cat) 

(Dependent Feature) 

Indicates whether a client is risky or 

not to issue a loan 

Values: 0 (Good Loan), 1 (Bad Loan) 

Numeric 

 

3.4 Statistical Analysis 

 

The dataset will be visualized and insight from each feature will be shown. 

 

 
Figure 3.4: Dataset Description (Before data cleaning) 

 

From figure 3.4, it can be seen that the total values within every attribute, the average 

values of all records of the features along with the standard deviation of the attributes. 

The highest and the lowest values within every attribute can also be seen. This may 
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provide some misconceptions because the dataset is not cleaned and there may be 

missing values, duplicate values, and outliers present in the dataset. 

 

 
Figure 3.5: Dataset Description (After data cleaning) 

 

From figure 3.5, it can be seen that the total values within every attribute, the average 

values of all records of the features along with the standard deviation of the attributes. 

The highest and the lowest values within every attribute can also be seen. It can be 

followed to detect all the missing values, duplicate values, and outliers properly. 

 

      
Figure 3.6: Class Distribution 

 

From figure 3.6, it can be seen that the good loan class has 879 instances and the bad 

loan class has 413 instances in number. So, 68% of the total instances are classified as 

good loans and 32% of the total instances are classified as bad loans. 
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Figure 3.7: Risky Loan by Home Ownership 

 

From figure 3.7, it can be seen that people who live in rented houses take more loan 

than those who own a house and takes loan by agreeing to give property to the financial 

institution if they fail to repay the money in time. From the graph, it can be seen that 

57.12% of people who rent a house, 7.28% of people who owns a house, and 35.60% 

of people who mortgage their house take a loan. It can also be seen that the chances of 

people who live in a rented house returning the loan are 65.18% and not returning the 

loan is 34.82%. For, people who own a house, the good loan percentage is 67.02% and 

the bad loan percentage is 32.98%. People who fail in the mortgage category have a 

73.82% chance of returning the loan and a 27.17% chance of not returning the loan. So, 

people who mortgage a home are more likely to return the money compared to people 

who rent a house and who own a house.  

 

 
Figure 3.8: Risky Loan by Income Category 

 

From figure 3.8, it can be seen that people with low income tend to apply for a loan 

more than those who earn a moderate salary and whose salary is high. From the graph, 

it can be seen that 89.09% of people with low income take a loan. The percentage is 

9.83% for people with medium salaries, and 1.08% for people with high income.  It can 
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also be seen that the chances of people with low income who take a loan and return the 

loan are 66.99% and not returning the loan are 33.01%. People with medium income 

have a 77.17% of returning the loan and those not return the loan percentage is 22.83%. 

People with high income don’t generally take a loan, but those who do take a loan are 

71.43% likely to return the loan and have only a 28.57% of probability of not returning 

the loan.  

 

 
Figure 3.9: Risky Loan by Term 

 

From figure 3.9, it can be seen that people take loans for a shorter amount of time. The 

percentage of short-term loans is 65.40% and 34.60% for longer loans. People who take 

short loans have a 73.49% chance of returning the loan and a 26.51% chance of not 

returning the loan. People taking long-term loans have a 57.72% chance of returning 

the loan and a 42.28% chance of not returning the loan.   

 

 
Figure 3.10: Risky Loan by Purpose 

 

From figure 3.10, it can be seen that people take more loans for debt consolidation and 

fewer loans for renewable energy. People also take a great number of loans on credit 

cards. 
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Figure 3.11: Risky Loan by Interest Payment 

 

From figure 3.11, it can be seen people when the interest is low the chances of people 

taking a loan are 51.70% and when the interest is high the chances are 48.30%. When 

the interest is low 76.65% of the people repay the loan and 23.35% of the people do not 

repay the loan. For high-interest rates, 58.81% of people repay the loan, and 41.19% of 

people don’t repay the loan. So, when the interest rate is low the chances are high of 

people repaying the loan and chances are low when the interest rate is high. 

 

 
Figure 3.12: Risky Loan by Grade 

 

From figure 3.12, it can be seen people who are in B grade takes loan more than other 

grades. The percentage for Grade A is 19.74, Grade B is 31.19, Grade C is 21.59, Grade 

D is 14.24, Grade E is 8.67, Grade F is 3.87, and Grade G is 0.70. The chances of the 

people who are Grade A repaying the loan are 80.39% and those not repaying the loan 

are 19.61%. The chances of the people who are Grade B repaying the loan are 73.95% 

and those not repaying the loan are 26.05%. The chances of the people being Grade C 

repaying the loan are 67.38% and those not repaying the loan are 32.62%. The chances 

of the people are Grade D repaying the loan are 55.98% and those not repaying the loan 

are 44.02%. The chances of the people who are Grade E repaying the loan are 52.68% 
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and not repaying the loan is 47.32%. The chances of the people being Grade F repaying 

the loan are 40.00% and those not repaying the loan are 60.00%. The chances of the 

people are Grade G repaying the loan are 66.67% and those not repaying the loan are 

33.33%. So, People who fall into Grade A have a very high chance of paying back the 

loan, and people who fall into Grade F have a very high chance of not paying back the 

loan. 

 

 
Figure 3.13: Risky Loan by Employment Length 

 

From figure 3.13, it is seen that people employed for less than 4.5 and more than 9 years 

have a high rate of taking loans. However, people that are employed for more than 4.5 

and less than 9 years have a high chance of not repaying the loan. People who employed 

for more than 1.5 to less than 4.5 years have a high chance of returning the loan. 

 

 
Figure 3.14: Risky Loan by Interest Rate 

 

From figure 3.14, it is seen that people like taking loans with less interest rates, and the 

chances of the loan being repaid are loan. People take loans when the interest rate is 

between 5.8 – 17.8. The chances of the loan being not repaid are high when the interest 

rate is between 20 – 21 and 22 – 22.5. However, there are some instances when the 

interest rate is over 23, people repay the loan successfully.  
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Figure 3.15: Risky Loan by Debt-To-Income 

 

From figure 3.15, it is seen that for people who take a loan from a financial institution 

the debt-to-income is between 7 and 24 people. The chances of the loan being repaid 

are high. However, when the debt-to-income gets over 28, there is a risk that the loan 

might not be repaid and at that, there are not many instances of people taking a loan. 

  

 
Figure 3.16: Risky Loan by Annual Income 

 

From figure 3.16, it is seen that when the annual income of a person is 100000 or 

less that people like to take loans. People with higher salaries don’t take loans. The 

chances of the loan being repaid by low-income people are quite good. However, people 

who have a salary of over 200000 have a little tendency to not repay the loan. 

 

 
Figure 3.17: Risky Loan by Loan Amount 
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From figure 3.17, it is seen that when the loan amount is high the probability of a bad 

loan decreases. The chances of a bad loan are very high when the total payment amount 

is very low. The chances of a bad loan decrease when the total principal amount enters 

12000 and it almost disappears when the amount is over 30000.  People like to take a 

small amount of loan as the graph suggests when the loan amount increases people are 

less likely to take a loan.   

 

 
Figure 3.18: Risky Loan by Total Payment 

 

From figure 3.18, it is seen that when the total payment amount is high the probability 

of a bad loan decreases. The chances of a bad loan are very high when the total payment 

amount is very low. The chances of a bad loan decrease when the total principal amount 

enters 12000 and it almost disappears when the amount is over 30000. People like to 

take loans when the total payment amount is high. 

 

 
Figure 3.19: Risky Loan by Total Recovery Principal 

 

From figure 3.19, it can be seen that when the total recovery principal amount is high 

the probability of a bad loan decreases. The chances of a bad loan are very high when 

the total recovery principal amount is very low. The chances of a bad loan decrease 
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when the total principal amount enters 2800 and it almost disappears when the amount 

is over 15000.  

 

 
Figure 3.20: Risky Loan by Recoveries 

 

From figure 3.20, it is clear that the recovery amount is between 0 to less than 5000 and 

the loan not getting repaid is very high. 

 

 
Figure 3.21: Risky Loan by Installment 

 

From figure 3.21, it is clear that people who take loans have a monthly installment 

amount between 180 – 500 and they seem to repay the loan within time. When the 

monthly installment amount increases, people tend to not take a loan from a bank, and 

at 1200 installment amount or more the chances of the loan getting repaid 

decrease. People like to take loans when the monthly installment is less. 

 

 

 

 

 

 



©Daffodil International University  36 

3.5 Proposed Methodology 
 

Research methodology is the specific method utilized to discover, select, process, and 

analyze data about a topic.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.22: Research Methodology 
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In a research-related paper, the methodology section tells the reader to how to critically 

evaluate that study's overall validity and dependability. 

 

Define the problem: The first step of doing research is to select a topic. Then the 

existing problem within that research area is needed to be found. In this research, it was 

detected that financial institution in Bangladesh does not use technology to detect loan 

risk. Even the available paper on credit risk detection has some flaws which will be 

answered in this paper.  

 

Literature Review: This step is also very important. Literature Review means studying 

the existing work in the related research field. Some works have already been done by 

other researchers. By studying their findings, new research can be conducted. Those 

results are used to find something new or try to improve what they had found. 

Generally, some gaps in the existing research are needed to be found. In this research, 

some works of some researchers were studied. In this paper’s case, the accuracy rate of 

the algorithm models was upgraded by inputting new features to predict whether a 

borrower is risky or not to lend a loan. The papers that were studied were discussed in 

the Related Works section of chapter 2. 

 

Research Design: Research refers to the complete plan that a researcher uses while 

conducting his/her research. The research design stage consists of the steps from 

making a questionnaire for collecting data to data interpretation, analysis, and 

discussion of data and finally getting insights from that gathered data. In this case, a 

questionnaire was not required to be made to gather data. However, some questions 

were considered while preparing the dataset. During the research design phase, the 

following: the purpose of the statement, data collection techniques, Methodology, Data 

Preprocessing, Data Analyzing, Data Interpretation, Training Model, Reviewing 

Results, and Evaluating the results were considered. 

 

Data Collection: Data collection is the step where information is gathered from the 

targeted individuals who are the core aspect of the research. First, some questions 

regarding the problem that is being solved are made. After that, a survey is conducted 

to collect data from the targeted subjects. Data that is collected this way is called 

primary data. Generally, data is of two types: primary data and secondary data. For this 
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research, secondary data was collected. It is collected online, more specifically it is 

collected from Kaggle in the form of a dataset. It was not possible to get primary data 

because in Bangladesh financial institutes keep their data confidential and don’t share 

it with anyone. So, this research was dependent on the data which was found online 

[12]. Although the data was collected online, it was good enough to do the research on 

this topic.  

 

Prepare Dataset: In the data collection step, data is collected by conducting a 

survey. The questions are based on the attributes that have been selected before making 

the questionnaire. After collecting data from the subjects, a dataset is formed. The 

dataset may contain numerical data or categorical data. MS Excel is used to put the data 

that have been gathered. That is the dataset for this research. After that, the excel file is 

converted into a CSV file so that it can be read from IDE. IDE doesn’t support any 

normal file format. Since data was not collected by conducting a survey, a full dataset 

was not needed to be prepared. Some attributes that were not needed for this research 

were deleted. After the deletion of the unwanted attributes, the dataset was ready. The 

attributes that were selected were discussed in the data collection procedure section of 

this chapter. After this step, the data can be processed from IDE. In the dataset, there 

were 1343 records and 24 features. 

 

 
Figure 3.23: Dataset 

 

Data Preprocessing: In this phase, the data is selected to be cleaned. Because in a 

dataset there may be some missing values, some duplicate values, and some outliers 

present. Also, the dataset may be imbalanced too. Feature scaling is also done to make 

the performance of the model better than before. Without preprocessing data, the 

dataset will not be flawless. Thus, it is more likely that most of the time wrong output 

will be found because the model will be trained with flawed data. Here, all the 

mentioned scenarios will be discussed. 

 



©Daffodil International University  39 

 

 

 

 

 

 

 

 

 

Figure 3.24: Data Preprocessing Steps 

 

Handle Missing Values: When data was collected from the research subjects, some of 

them don’t want to answer all the questions due to privacy. So, some fields of a dataset 

remain empty. That is also true for the online dataset. So, null fields or empty record 

fields should be handled. To view missing values, isnull() function and missingno 

library of python language and a graph are used.  

 

 
Figure 3.25(a): Missing Value Representation (With missing values) 

 

 
Figure 3.25(b): Missing Value Representation (With missing values) 
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From figure 3.25(a) and figure 3.25(b), it can be seen that home_ownership (2), 

home_ownership cat (2), annual_inc (7), loan_amount (4), term (2), term_cat (1), 

purpose (5), interest_payments (6), interest_rate (10), grade (1), grade_cat (1), dti (4), 

loan_condition (1), installment (1) missing values. 

 

Missing values can be dealt with in a number of ways. An average of the above and 

below records can be made and then by putting it in the missing fill or by taking the 

value of the previous record or below the record of the missing fields and then by 

putting it in the missing field the missing value problem can be tackled. But, more often 

than not if this is done to handle missing values then that field will also contain flawed 

data. So, to deal with missing values properly, the records that contain the missing 

values will be deleted to make the dataset flawless. This is done for all missing records. 

The records with missing values are deleted using dropna() function in the data 

preprocessing steps. 

 

 
Figure 3.26(a): Missing Value Representation (After dropping missing values) 

 

 
Figure 3.26(b): Missing Value Representation (After dropping missing values) 
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From figure 3.26(a) and figure 3.26(b), it can be seen that there are no values that are 

missing in the dataset. After removing the missing values, there were 1301 records in 

the dataset with 24 features. 

 

Remove Duplicate Values: In a dataset, duplicate values can be present. This mainly 

happens due to manually inputting data or combining two datasets. Duplicate values 

need to be removed because unique data is needed to train the models. The more unique 

the data points are the more accurately the model will perform. It is a popular quote that 

more data means more perfect results. This is the same for ML models. So, duplicate 

values will increase data points, but it will not be beneficial to train the ML models. By 

detecting the number of duplicate values, an idea of how much unique data the dataset 

has, and if any more data is needed to train the models will be found. Duplicate records 

were detected using the duplicated() function.  

 

 
Figure 3.27: Duplicate Values Check 

 

The duplicated records were removed using the drop_duplicates() function.     

 

 
Figure 3.28: Duplicate Values Deletion 

 

After removing the duplicate values, there were 1292 records left in the dataset with 24 

features. 

 

Check Outliers: Outliers are known as data points that do not belong to a certain 

dataset with other values, because they are different from the other values. They are 

abnormal observations that get in a dataset due to inconsistent data entry. Outliers 

cause the ML model to give the wrong prediction. So, the outliers need to be removed. 

First, the outliers are needed to be detected for every attribute using a boxplot. A 



©Daffodil International University  42 

boxplot is a standardized technique that is used to display the outliers and it is based on 

the five-number summary. It tells that the outliers exist in a dataset and it also reveals 

their values. The boxplot() function is used to view the graph of every attribute and 

detect outliers.  

 

 
Figure 3.29: Outlier Representation 

 

From figure 3.29, it is seen that there are outliers present in the annual_inc, income_cat, 

loan_amount, purpose_cat, total_paymnt, total_rec_prncp, recoveries, and installment 

attributes. However, before removing the outliers, the condition of the features and their 

values in the dataset will be checked. Firstly, the upper limit and lower limit will be 

checked using q1, q2, and IQR with the help of the formulas below: 

 

Upper Limit = q3 + (1.5 * IQR)       (1) 

Lower Limit = q1 – (1.5 * IQR)         (2) 

 

For, annual_inc, the upper limit is 137203.75, and the lower limit is -18322.25, 

However, there is no need to delete any values because there were no values in the 

negatives and income can be larger than the upper limit. So, the values with outliers 

will be kept. 

 

For, income_cat, it is not necessary to remove any records because all the records 

consist of valid values. 
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For, loan_amount, the upper limit is 34209.375, and the lower limit is -9015.625. An 

applicant can apply for any amount of loan. After checking the dataset, it can be said 

that all the records that do not fall between the upper and lower limit are valid. 

 

For, purpose_cat, the records are valid, so it is not necessary to delete any values. 

 

For, total_pymnt, the upper limit is 35243.591, and the lower limit is -11547.843. An 

applicant can have any amount of total payment based on the amount of loan taken. 

After checking the dataset, it can be said that all the records that do not fall between the 

upper and lower limit are valid. 

 

For, total_rec_prncp, the upper limit is 27686.888, and the lower limit is -10111.073. 

An applicant can have any amount of total recovery principal based on the amount of 

loan taken and not be able to pay the amount in due time. After checking the dataset, it 

can be said that all the records that do not fall between the upper and lower limit are 

valid. 

 

For, recoveries, the upper limit is 0.0, and the lower limit is 0.0. An applicant can have 

any amount of recovery based on the amount of loan taken and not be able to pay the 

amount in due time. After checking the dataset, it can be said that all the records that 

do not fall between the upper and lower limit are valid. 

 

For, recoveries, the upper limit is 0.0, and the lower limit is 0.0. An applicant can have 

any amount of recovery based on the amount of loan taken and not be able to pay the 

amount in due time. After checking the dataset, it can be said that all the records that 

do not fall between the upper and lower limit are valid. 

 

For, installment, the upper limit is 898.833, and the lower limit is -179.148. An 

applicant can have any amount of monthly installment based on the amount of the loan. 

After checking the dataset, it can be said that all the records that do not fall between the 

upper and lower limit are valid. 
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Balance Dataset: The dataset could be imbalanced. Data imbalance usually tells that 

the distribution of classes is unequal within a dataset. For example, in the topic of 

finding bad and good loans, most of the loans are not good, and very few classes are 

bad loans. In this case, the distribution of one of the classes is way less than the other 

class(es).  

 

From figure 3.6, it can be seen that 879.0 (68%) of the instances are good loans that 

will be repaid in due time and 413.0 (32%) of the instances are bad loans that will not 

be repaid in due time. So, the ratio of good loans and bad loans is not satisfactory. This 

is also a problem that needs to be considered when training the model. Because, in most 

cases, the result of the class that has the most distribution will be acquired. Thus, a 

wrong prediction will be received. So, the dataset needs to be balanced. To balance the 

dataset, more primary data could be collected to get the distribution of both the classes 

close to each other which is called oversampling or some of the data points can be 

removed from the class with the higher instances to get the instances of both the classes 

closer to each other which is called under-sampling. Data points should not be removed 

because with more data more accurate results can be acquired. Oversampling can be 

done by using some techniques that are available in python. First, the categorical data 

is needed to be transformed into numerical values and then independent attributes 

should be put in one variable and the dependent variable in another variable. SMOTE 

technique is used to oversample. SMOTE technique is discussed in the Research 

Subject and Instrumentation section of this chapter.   

 

    
Figure 3.30: Class Distribution (After oversampling) 

 

After oversampling, an equal distribution of classes was present. Because of 

oversampling the records increased from 1292 to 1758. 
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Feature Scaling: Feature scaling is a technique utilized to normalize the range of 

independent attributes of data. Standardization was utilized to scale the attributes. 

Standardization is a technique of scaling features in which the values of every data are 

rescaled to fit the original distribution between 1 and 0 it is done by utilizing the mean 

and the standard deviation calculation and they are the base to find specific values. The 

distance between data points is then used for plotting similarities and differences. 

Scaling the features makes it easy for an ML model to learn and understand the problem 

more fluently. 

 

Classification: This is the step where the data points are separated into different parts. 

One part consists of the data that are utilized for model training and the other part 

consists of the data that are utilized for model testing. The model learns from the data 

within the training variable and tests its prediction with the testing data. Depending on 

the test, a score that will tell about the prediction accuracy of the model will be acquired. 

70% (1230) of the data from the dataset for was taken for training the ML model and 

30% (528) of the data from the dataset was taken for testing the trained model.  

 

Training Model: After splitting the data records into training and testing data, the ML 

model is trained with the records from the training variable. To train the model, various 

algorithms were used. RF, DT, NB, KNN, LR, and SVM algorithms were utilized to 

train the model in different cases. These algorithms are some of the most popular and 

powerful algorithms in the section of ML. Each algorithm is unique in its own way. 

The algorithms were discussed in the Research Subject and Instrumentation section of 

this chapter. 

 

 
 

Figure 3.31: Machine Learning Algorithms 
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Feature Selection: Feature Selection is the technique of reducing the input attributes 

to the ML model by utilizing only relevant data from the dataset and getting rid of noise 

from the dataset. It is unnecessary to keep irrelevant attributes. Because they decrease 

the prediction power of the algorithms. So, feature scaling is important because the 

prediction power of the algorithms is increased by selecting the most critical attributes 

and dropping the redundant and irrelevant ones from the dataset. the correlation 

technique was utilized to check the correlation of independent attributes.  

 

 
Figure 3.32: Correlation between features (With highly correlated features) 

 

From figure 3.33, it can be seen that there are correlations between multiple attributes. 

The correlation score between annual_inc and income_cat is 0.8. The correlation score 

between loan_amount and total_pymnt is 0.73. The correlation between loan_amount 

and installment is 0.91. The correlation score between interest_payment_cat and 

interest_rate is 0.76. The correlation score between interest_payment_cat and grade_cat 

is 0.77. The correlation score between total_pymnt and total_rec_prncp is 0.93. The 

correlation score between total_pymnt and installment is 0.76. The correlation score 

between grade_cat and interest_rate is 0.97. Those are the highest correlation score 

between the two features. The value of 0.70 was considered as the threshold value 

which will be taken as the highest correlation score that should be accepted between 
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two attributes. One of the attributes from each attribute set that has a correlation value 

of 0.70 or more was deleted. In this way, 5 highly correlated attributes (income_cat, 

interest_payment_cat, grade_cat, total_pymnt, installment) were deleted. 

 

 
Figure 3.33: Correlation between features (Without highly correlated features) 

 

Now, there is no value that exceeds the threshold value of 0.70. 

 

Result: After training the ML model, the performance score of each model will be 

checked. The precision, recall, F1-Score, and accuracy of each of the ML algorithms 

will be checked to find the best algorithm for this research topic. By comparing the 

performance score of the ML algorithms will be able to find the best algorithm. In this 

paper’s case, the best algorithm was used to train the model to get the prediction of 

whether a borrower is risky or not. The result of this research is discussed in chapter 4 

in detail. 
 

 

 

 

 

 



©Daffodil International University  48 

 

 

 

 

 

 

 

 

 

Figure 3.34: Result  

 

Accuracy: Accuracy is the metric for testing the classification of ML models. 

Accuracy is that fraction of predictions that the ML model got right from the testing 

dataset. The formula for calculating the score of accuracy is mentioned below: 

 

   

   

Numbeer of Correct Predictions
Accuracy

Total Number of Predictions
      (3) 

  

Precision: Precision is the ratio of correctly categorized positive samples (TP) to the 

total number of categorized positive samples (either incorrectly or correctly). Precision 

assists to show the dependability of the ML model in categorizing the ML model as 

positive [31] [32]. The formula for calculating precision is given below: 

 

tp
precision

tp fp



         (4) 

Where, 

 tp = True Positive 

 fp = False Positive  

 

Recall: Recall is the ratio between the number of correctly categorized positive samples 

as Positive to the total number of positive samples. Recall computes the ability of the 

ML model to point out positive samples. A higher recall score means the positive 

samples that are detected are also higher [32]. The recall formula is mentioned in the 

next page: 

Recall F1-Score 

Accuracy 

Precision 

Result 

Performance 
Score 

Prediction 
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tp
recall

tp fn



         (5) 

Where, 

 tp = True Positive 

 fn = False Negative 

 

F1-Score: F1 Score is that metric that is utilized on a binary classification ML model 

based on the predictions that are made for the positive class. It is measured with the 

assistance of a Precision score and Recall score. It is a single score that represents both 

the Precision score and Recall score. So, the F1-Score can be measured as the harmonic 

mean of both precision and recall, putting equal weight on each of the scores [32]. The 

F1-score formula is given below: 

 

2( * )
1

precision recall
f score

precision recall
 


       (6) 

 

Performance Score: The performance score is a score that is acquired by using the 

score() function. It gives a score from 0 – 100 that tells about the performance of the 

trained ML model. 

 

Prediction: After preparing the ML model, values are passed according to the selected 

features to the trained model. The model gives a result. In this paper’s case, the model 

gives either 0 (Good Loan) or 1 (Bad Loan) as a prediction. 

 

Model Evaluation: Model evaluation is the procedure of utilizing various evaluation 

metrics to better understand an ML model's performance. K-Fold validation, confusion 

matrix, and AUC-ROC Curve were utilized to evaluate the trained models. The scores 

are compared to get the best model from the six trained models. The evaluation metrics 

were discussed in chapter 4 in detail. 
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Figure 3.35: Model Evaluation  

 

K-Fold Validation: K-Fold is a cross-validation method that breaks the input dataset 

into K number of groups of samples of equal sizes. These different samples are 

called folds individually. For each learning fold, the function for prediction utilizes k-

1 folds, and the rest of the folds are utilized for the test dataset [33]. For this research, 

3 folds were used to evaluate the trained models. 

 

 
Figure 3.36: 3-Fold Cross-Validation (K-Fold Validation) 

 

Confusion Matrix: The confusion matrix is a matrix utilized to direct the performance 

of the classification ML models for a test dataset. It can only be formed if the true values 

for test data are known [34].  

 

TABLE 3.2: CONFUSION MATRIX 

Predicted Class/Actual Class C1 C1 

C1 True Positives (TP) False Negatives (FN) 

C1 False Positives (FP) True Negatives (TN) 

 

 

 

 

Confusion Matrix 

Model Evaluation 

K-Fold Validation AUC-ROC Curve  
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AUC-ROC Curve: ROC curve is a metric for performance measurement of a 

classification ML model at various threshold values. ROC curve presents a probability 

graph to visualize the performance of a classification ML model at various threshold 

levels [35]. Between two parameters, the curve is plotted between two parameters, 

which are: 

 True Positive Rate or TPR 

 False Positive Rate or FPR 

 

FPR and TPR are plotted on the X-axis and the Y-axis respectively in the curve: 

 

TPR: TPR can be calculated by the following formula [35]: 

 

TP
TPR

TP FN



         (7) 

 

FPR: FPR or False Positive Rate can be calculated by the following formula [35]: 

 

FP
FPR

FP TN



         (8) 

 

Here,  

TP: True Positive   FP: False Positive 

TN: True Negative   FN: False Negative 

 

AUC Curve: AUC computes the 2-D area that is under the whole ROC curve ranging 

from the points (0,0) to (1,1), as shown in the image which is in the next page: 
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Figure 3.37: AUC-ROC Curve 

 

In the ROC curve, AUC calculates the performance of the binary classifier across 

various thresholds and gives an aggregate measure. The range of the AUC value is from 

0 to 1, which tells that an effective ML model will have an AUC value very near to 1, 

and thus it will display a good separability measure [35].  

 

Model Selection: Model selection is the final step of selecting the fit ML best model 

trained with the best algorithm for a certain topic among multiple models that were 

trained by different algorithms for a training dataset. six different algorithms were 

utilized to train 6 different models. Their precision, recall, f1-score, accuracy, and 

performance score were checked and after the result evaluation of the ML models, the 

best model was selected from the six trained models for this research topic. 

 

3.6 Implementation Requirements 

 

In this research, coding was required to support the findings. Python programming 

language was used for this topic. Python has an enriched library that helped me in 

cleaning the dataset, visualizing data, making training and testing data, and using the 

training data, building the machine model which will give the final prediction of credit 

risk. Also, the accuracy of the prediction can be tested because python has features for 

that too. In summary, python fulfilled the implementation requirements for this topic. 

In summary, the following technologies were used in the implementation of the 

research topic: 
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 Language: Python (Version: 3.7.0)  

 Open-source web application: Google Colaboratory 

 Library: Pandas (Data manipulation and Data analysis)  

 Fundamental library for computing: NumPy 

 Library: Missingno (Finding missing values) 

 Library: Malplotlib (Data visualization)  

 Library: Seaborn (Data visualization) 

 Library: pydotplus (Data visualization) 

 Library: Imbalanced-learn (Handling Imbalance Dataset) 

 Library: Scikit-learn (Machine learning)  

 Browser: Google Chrome 

 Operating System: Windows 11 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

 

4.1 Introduction 

 

In this chapter, how the models were trained and what performance and accuracy were 

found from them based on the dataset that was used will be discussed. A total of 6 

different ML algorithms like- Random Forest(RF), Decision Tree(DT), Naïve 

Bayes(NB), KNN, Logistic Regression(LR), and Support Vector Machine(SVM) were 

used. The results are reported and validated by K-Fold Cross-validation for each of the 

ML algorithms. The model with the best performance for this topic was elected by the 

evaluation of the confusion matrix, F1-score, precision, recall, and AUC-ROC Curve. 

 

4.2 Experimental Results 

 

6 different models were trained with 6 different algorithms. Each of the algorithms 

yields different results. The accuracy, precision, recall, F1-Score, and performance 

score will be taken as results and a comparison between the results of all ML models 

will be made to elect the best model for this research topic. 

 

 
Figure 4.1: Result Comparison (Accuracy, Precision, Recall, F1-Score, Training Time, Testing Time) 

 

From figure 4.1, it is seen that the RF algorithm has the best accuracy score, F1-Score, 

and Performance Score among all the algorithms. Although it has a lesser precision 

score compared to NB, LR, and SVM algorithms and a lesser recall score compared to 

DT, overall, it is the best algorithm for this topic. 
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If the time to train the model is considered, naïve bayes trained model takes lesser time 

to complete its training and the RF algorithm takes longer time to be trained because of 

building subtrees. Testing time is also less for LR and then NB trained model and 

highest for SVM trained ML model. 

 

TABLE 4.1: RESULT COMPARISON (ACCURACY, PRECISION, RECALL, F1-SCORE, 

TRAINING TIME, TESTING TIME) 

Algorithm 

(Model) 

Accuracy 

(Percent) 

Precision 

(Percent) 

Recall 

(Percent) 

F1-Score 

(Percent) 

Training 

Time 

Testing 

Time 

Random 

Forest 

 

96.78% 

 

99.84% 

 

94.80% 

 

96.77% 

 

1.27 

 

34.91 

Decision 

Tree 

 

95.64% 

 

95.56% 

 

95.91% 

 

95.73% 

 

0.56 

 

2.85 

Naïve 

Bayes 

 

91.29% 

 

100% 

 

82.90% 

 

90.65% 

 

1.29 

 

4.26 

K-Nearest 

Neighbor 

 

89.58% 

 

90.53% 

 

88.85% 

 

89.68% 

 

1.01 

 

25.13 

Logistic 

Regression 

 

91.29% 

 

100% 

 

88.85% 

 

89.68% 

 

0.95 

 

3.93 

Support 

Vector 

Machine 

 

91.29% 

 

100% 

 

82.90% 

 

90.65% 

 

1.10 

 

38.50 

 

4.3 Model Evaluation 

In this section, the steps of evaluating the trained models will be discussed. K-Fold 

Cross Validation, Confusion Matrix, and AUC-ROC Curve were utilized to evaluate 

the ML models. 

 

K-Fold Cross Validation: 3-Fold was utilized to divide the training dataset and testing 

dataset.  
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Figure 4.2: Result Evaluation Score (After K-Fold Evaluation) 

 

After evaluating the models using K-Fold Cross-validation, it is seen that RF has the 

best score among all the algorithms and Logistic Regression is the second-best 

algorithm in the list. KNN has the lowest performance score among the selected 

algorithms to train a model. 

 

TABLE 4.2: EVALUATION SCORE 

Algorithm (Model) Score (In Percent) 

Random Forest 97.35% 

Decision Tree 95.27% 

Naïve Bayes 91.29% 

K-Nearest Neighbor 89.77% 

Logistic Regression 96.59% 

Support Vector Machine 90.15% 
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Confusion Matrix 

 

The confusion matrix for all algorithms will be discussed in this section. 

 

 
Figure 4.3: Confusion Matrix (Random Forest) 

 

For Random Forest(RF), True Positive(TP) = 256, False Negative(FN) = 3,  

False Positive(FP) = 14, and True Negative(TN) = 255. This means that there are 256 

instances where the loan has been repaid and the ML model’s prediction is Good Loan, 

3 instances where the loan is repaid but the ML model’s prediction is Bad Loan, 14 

instances where the loan is not repaid and the ML model’s prediction is Good Loan, 

and 255 instances where the loan is not repaid and the ML model’s prediction is Bad 

Loan. 
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Figure 4.4: Confusion Matrix (Decision Tree) 

 

For Decision Tree(DT), True Positive(TP) = 247, False Negative(FN) = 12,  

False Positive(FP) = 11, and True Negative(TN) = 258. This means that there are 247 

instances where the loan has been repaid and the ML model’s prediction is Good Loan, 

12 instances where the loan is repaid but the ML model’s prediction is Bad Loan, 11 

instances where the loan is not repaid and the ML model’s prediction is Good Loan, 

and 258 instances where the loan is not repaid and the ML model’s prediction is Bad 

Loan. 
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Figure 4.5: Confusion Matrix (Naïve Bayes) 

 

For Naïve Bayes(NB), True Positive(TP) = 259, False Negative(FN) = 0,  

False Positive(FP) = 46, and True Negative(TN) = 223. This means that there are 259 

instances where the loan has been repaid and the ML model’s prediction is Good Loan, 

0 instances where the loan is repaid but the ML model’s prediction is Bad Loan, 46 

instances where the loan is not repaid and the ML model’s prediction is Good Loan, 

and 223 instances where the loan is not repaid and the ML model’s prediction is Bad 

Loan. 
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Figure 4.6: Confusion Matrix (K-Nearest Neighbor) 

 

For K-Nearest Neighbor(KNN), True Positive(TP) = 234, False Negative(FN) = 25,  

False Positive(FP) = 30, and True Negative(TN) = 239. This means that there are 234 

instances where the loan has been repaid and the ML model’s prediction is Good Loan, 

25 instances where the loan is repaid but the ML model’s prediction is Bad Loan, 30 

instances where the loan is not repaid and the ML model’s prediction is Good Loan, 

and 239 instances where the loan is not repaid and the ML model’s prediction is Bad 

Loan. 
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Figure 4.7: Confusion Matrix (Logistic Regression) 

 

For Logistic Regression(LR), True Positive(TP) = 253, False Negative(FN) = 6,  

False Positive(FP) = 12, and True Negative(TN) = 257. This means that there are 253 

instances where the loan has been repaid and the ML model’s prediction is Good Loan, 

6 instances where the loan is repaid but the ML model’s prediction is Bad Loan, 12 

instances where the loan is not repaid and the ML model’s prediction is Good Loan, 

and 257 instances where the loan is not repaid and the ML model’s prediction is Bad 

Loan. 
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Figure 4.8: Confusion Matrix (Support Vector Machine) 

 

For Support Vector Machine(SVM), True Positive(TP) = 236, False Negative(FN) = 

23, False Positive(FP) = 29, and True Negative(TN) = 240. This means that there are 

236 instances where the loan has been repaid and the ML model’s prediction is Good 

Loan, 23 instances where the loan is repaid but the ML model’s prediction is Bad Loan, 

29 instances where the loan is not repaid and the ML model’s prediction is Good Loan, 

and 240 instances where the loan is not repaid and the ML model’s prediction is Bad 

Loan. 

 

After Analyzing the confusion matrix of all the algorithms, it is seen that the true 

positive instances are better for the Naïve Bayes algorithm, which means it can predict 

the good loan better than other algorithms. Random Forest is the second-best algorithm 

based on the same criteria. However, DT is the best algorithm when predicting bad 

loans. The second-best algorithm is the LR algorithm. However, the performance of the 

naïve bayes algorithm for predicting bad loans is way lesser and the performances of 

the DT and LR for predicting good loans are lesser compared to the RF algorithm. So, 
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it can be said that RF is the overall best algorithm for this topic based on the analysis 

of the confusion matrix.  

 

AUC-ROC Curve 

 

AUC-ROC Curve was utilized to evaluate the ML models as well. There is an AUC 

value ranging from 0 to 100. A better AUC value indicates a better model. AUC Value 

over 0.80 is good for any model. Here, the AUC value will be checked for all 

algorithms, and visualization of the AUC value on the ROC Curve graph will be 

displayed. 

 

 
Figure 4.9: AUC-ROC Curve 

 

After Analyzing the AUC-ROC Curve, it is seen that RF has the highest AUC value. 

Thus, it is the best ML algorithm for credit risk analysis. Support Vector Machine 

shows the lowest AUC Value among all the algorithms. 

 

TABLE 4.3: AUC VALUE OF TRAINED MODELS 

Algorithm (Model) AUC Value 

Random Forest 0.968 

Decision Tree 0.956 

Naïve Bayes 0.914 

K-Nearest Neighbor 0.896 

Logistic Regression 0.966 

Support Vector Machine 0.902 
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Feature Importance 

 

 
Figure 4.10: Feature Importance 

 

From figure 4.10, it can be seen that recoveries have the highest feature importance 

with 523.3 followed by total recovery principal, loan amount, term, interest rate, annual 

income, debt-to-income (dti), employment length, and home ownership. Purpose has 

the least importance. This feature's importance is for the RF algorithm. Since, RF is the 

best algorithm to train the ML model for credit risk analysis, the feature importance of 

the algorithm is described in this section.   

 

Prediction 

 

Sample information was inputted to check what all 6 ML models predicted. Here, 0 = 

Good Loan and 1 = Bad Loan. The values are inputted in the following order: 

emp_length_int, home_ownership_cat, annual_inc, loan_amount, term_cat, 

purpose_cat, interest_rate, dti, total_rec_prncp, recoveries. After using the predict() 

function, all the trained models have returned 0 for the first set of values and 1 for the 

second set of values, which means the first client should be issued a loan and the second 

client fails to receive a loan from a financial institution. 
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TABLE 4.4: PREDICTION (GOOD LOAN) 

Predict([[8, 1, 15000, 2500, 1, 3, 16, 9, 2500, 0]]) 

Algorithm Prediction 

Random Forest 0 

Decision Tree 0 

Naïve Bayes 0 

K-Nearest Neighbor 0 

Logistic Regression 0 

Support Vector Machine 0 

 

TABLE 4.5: PREDICTION (BAD LOAN) 

Predict([[5, 2, 50000, 5000, 2, 3, 14, 16, 3000, 2000]]) 

Algorithm Prediction 

Random Forest 1 

Decision Tree 1 

Naïve Bayes 1 

K-Nearest Neighbor 1 

Logistic Regression 1 

Support Vector Machine 1 

 

4.4 Discussion 

 

6 different algorithms were utilized to train 6 different models. Each of the models has 

its own accuracy, precision, recall, F1-Score, training time, testing time, cross-

validation score, confusion matrix, and AUC value. After analyzing the models, it was 

found that all of the mentioned scores for all the algorithms are quite close. However, 

some algorithm performs at high capacity during the testing model (support vector 

machine) and some other algorithm performs at high capacity during the training model 

(naïve bayes), some other have a good confusion matrix when it comes to predicting 

good loan (naïve bayes) and other is good while predicting bad loan (logistic 

regression). However, to select the best algorithm among them, all the cases had to be 

considered to do. So, after analyzing all the result scores and validation scores, it was 

found that Random Forest was the overall best algorithm to train a model for predicting 

the credit risk of a client with it having an accuracy score of 96.78, which is the best 
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among all algorithms, a precision score of 99.84 which is only behind NB, LR, and 

SVM algorithm, recall score of 94.80, which is the second-best score falling only 

behind DT, F1-Score of 96.77, which the best among all algorithm. The performance 

score of RF is the highest among the algorithms. The confusion matrix of random forest 

overall shows the best result and the AUC value is the highest for this algorithm. 

Therefore, it can be said that RF is the best algorithm to train and test models for credit 

risk prediction problems. 
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CHAPTER 5 

IMPACT ON SOCIETY, ENVIRONMENT AND 

SUSTAINABILITY 

 

5.1 Introduction 

 

In this chapter, the impact of this study on society and the environment will be 

described. The ethical aspects will be mentioned for conducting this research. And at 

the end of the chapter, a sustainability plan will be given to show the importance of 

machine learning in this research topic. 

 

5.2 Impact on Society 

 

The financial institution plays an important role in the economic growth of a nation. It 

generates a huge proportion of cash from providing loans to the borrower. The 

borrowers are benefitted as well after receiving loans. For instance, the student can pay 

their tuition fees with it. People can pay their debt with it. Even people take loans to 

buy property like land, and apartments. Some take loans for starting a business. Some 

also take loans for doing agricultural work. Those who are students now will lead their 

nation in the future. People who take debt and cannot repay the debt in time can avoid 

facing legal action by taking a loan. Starting a business also means increasing 

employment sources. Agriculture plays a vital role in growing food for a nation. The 

more food a country can grow the more it can export after meeting its people's needs to 

bring in cash from other countries. Thus, bank credit has a positive impact on society. 

On the contrary, because of buying land, the area for cultivating food is reduced. 

Playing fields for children are disappearing day by day. This can have a severe effect 

on the mental development of small children. Nowadays, they seem to stay at home all 

the time. This can also cause autism too. So, the impact of banks can have a negative 

impact on society as well. However, the purpose of this research is to predict whether 

one is suitable for a loan or not. From this, the steps for a grating loan will be quicker 

than before and unworthy applicants won’t get loans. So, people can pay their debt, and 

tuition fees in time, and they can contribute to society in the future. 
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5.3 Impact on Environment 

 

Financial institutions can have a negative impact on the environment. The loan can be 

taken to start a business or industry. Nowadays, there are many industries that are 

started after taking loans. Some of the industries are the chemical industry, construction, 

and transport. The chemical industry produces waste that can pollute water and air. 

Transports are the cause of sound pollution and air pollution. The construction industry 

requires wood and that comes from cutting trees. Trees produce oxygen and take in 

carbon dioxide. It also brings rain. So, cutting down trees has an adverse impact on the 

environment. Also, free spaces are decreasing day by day. And this is all possible 

because of the startup of most of the companies dependent on bank loans. Since this 

study it is shown that it is quicker to process loan applications by using machine 

learning techniques, people can get loans quicker than before to start their industry 

business. So, the bank has an indirect negative impact on the environment.  

 

On the other hand, green businesses have a positive impact on the environment. Green 

business refers to that type of business where only sustainable materials are used to 

make different products. This type of business aims to use raw materials and as little 

water as possible. It also cuts carbon emissions. In another word, this type of business 

utilizes used materials in renewable and environment-friendly ways. Even this type of 

business needs a loan from the banks at the very beginning. So, bank loan also has an 

indirect positive impact on the environment as well.  

 

5.4 Ethical Aspects  

 

Financial Institutions keep their applicant’s information confidential, meaning they 

don’t share that kind of information with the general public. So, conducting this type 

of research requires one to be extra careful while collecting the data. It is required to 

protect the data of the debtors and keep it safe. If one gets to have the access to this type 

of information then the gathered information should be encrypted if it is stored on a 

computing device. Also, if the information is being stored in a cloud then before storing 

the information in the cloud, one needs to read the privacy policy of that service 

provider. One should never disclose this kind of data to anyone, not even to the 

employee of the bank that the information was collected from. Because not all 
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employees of banks have the access to all kinds of information. The information 

contains sensitive information about the customer. If the data gets leaked somehow then 

it could bring trouble not only to the customer but also to the financial institution. The 

customer’s social security number, property details along with other important 

information could get leaked and the customer will face many problems. On the other 

hand, the financial institution that provided the data for research purposes will lose 

customer trust and will lose a customer. So, their cash flow, and revenue will decrease. 

Thus, they could get bankrupt in the future. The banks should have some kind of policy 

on what type of information can be provided for research purposes. So, if the provided 

information is enough for conducting the information then that information should be 

taken to continue the research work. It is also unethical to take information that is not 

required for the research. It is also not good practice to disturb a research subject for 

collecting data if one cannot get the information from banks. Even many people don’t 

want to share simple information about themselves let alone that type of information. 

If a financial provides the information for research purposes, it is also necessary to 

provide the outcome of the research to them. The result of the research could be 

beneficial for them in their day-to-day task. For this study, secondary data was collected 

due to the banks in Bangladesh don’t have any policy to share their customer's 

information. Therefore, the mentioned situations were not encountered during this 

research.  

 

5.5 Sustainability Plan 

 

In Bangladesh, financial institutions use a judgmental approach to analyze loan 

applications. They don’t use machine learning to detect the worthiness of a loan 

applicant. The judgmental approach takes some time to complete all the steps. 

Therefore, it is always not possible for the loan applicant to pay their dues in time. 

Sometimes, the right decision doesn’t come out of this approach, So, banks see a loss 

in some cases. Introducing machine learning in this sector not only increases the 

processing speed but also the accuracy rate. The chances of a loss get lower because of 

this technology. Since machine learns from data, data in financial institution grows at a 

high rate every day. So, the accuracy of the system gets higher each day. The features 

used in this research also show the highest accuracy. Therefore, the banks could 

introduce these features in their system as well to get the correct prediction. This will 



©Daffodil International University  70 

bring in huge profits for them. They will also be able to ensure customer satisfaction 

and reduce the dilemmas of the customers. Another problem with the judgment 

approach, it requires more trained employees at every step. So, it will take time to train 

a fresher. In the machine learning approach, it is only required to set up the system and 

the system will learn automatically from everyday data. So, the requirement for trained 

employees isn’t a problem anymore. Only a person who will control the system needs 

to be trained and it will not take that long to train him/her. Thus, by following this 

research, a financial institution can increase its profit and in the long run, the country 

will see positive growth in its economy. 
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CHAPTER 6 

SUMMARY, CONCLUSION, RECOMMENDATION AND 

IMPLICATION FOR FUTURE RESEARCH 

 

6.1 Introduction 

 

In this chapter, the entire study will be summarized from the beginning to the end so it 

will be helpful for the readers about the result that was found. A proper conclusion will 

also be given where the best-performing models will be mentioned. Some 

recommendations for financial institutions and implications for future studies will be 

given. 

 

6.2 Summary of the Study 

 

In this research study, various ML algorithms were utilized to train various ML models 

to get a prediction of whether an applicant is too risky to issue a loan. A dataset from 

Kaggle was used in this study. The dataset had 24 attributes whereas after data selection 

there were 10 attributes left. Before that, the dataset had gone through intensive data 

preprocessing stages like data cleaning, data augmentation, data visualization, and data 

analysis to fix the dataset, handle the dataset properly, and get to understand the data 

properly to get a proper insight. A Proper methodology was followed while doing this 

research. A number of models were built which provide more than 90% of accuracy 

scores, but only 1 algorithm (KNN) gave lesser than 90% accuracy. The performance 

score of all ML models was evaluated to check the reliability of each model by using a 

cross-validation technique, confusion matrix, and AUC-ROC Curve. Finally, the results 

of all ML models were compared after the evaluation stage to get the best model. 
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6.3 Conclusions 

 

The main purpose of this study is to build an ML model that can successfully predict 

whether a loan is classified as good or bad. After training and testing the ML models, 

it was found that RF trained ML model is the overall best model among the 6 models. 

It showed an accuracy rate of 96.78%, while the DT tree is the second-best algorithm 

for this topic with 95.64%, followed by NB, LR, and SVM, all of them having an 

accuracy score of 91.29%, except KNN had 89.58% of accuracy. It was necessary to 

go through the result evaluation stage to get further clarification about the accuracy of 

the ML models. After the result evaluation, the performance scores of all ML 

algorithms increased. Even after that RF remained the top algorithm with 97.35% of 

accuracy and LR became the second-best algorithm with a 96.29% of accuracy rate.   

 

6.4 Recommendations 

 

In this study, the most popular and powerful algorithms available to date were utilized 

to train ML models to get the prediction of whether an applicant is considered risky or 

not to be granted a loan. 6 different ML algorithms were applied to train 6 different ML 

models. Among the 6 ML algorithms, RF showed the best accuracy. The result of all 

the ML models was examined very carefully. Even after that RF remained the best of 

the lot. Therefore, it is recommended that all financial institutions use this ML 

algorithm in their day-to-day verification stage to get an early insight of what will be 

status of the applicants if they were to get a loan from them. It is also recommended 

that they should use the features that were used in this study because with these selected 

features, the ML models show better results compared to other researchers’ ML models 

or they can make a custom ML model as per their terms and conditions, and policies.  
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6.5 Implication for Further Study 

 

Technologies are constantly improving day by day. Even the policies of financial 

institutions may be updated in the near future. If that happens then there will be a need 

to update the features that were used for this research. Selecting other features or even 

changing a few features may result in the accuracy rate of the ML algorithms that were 

examined during this research. Even, ML algorithms are constantly being updated and 

new algorithms are being created. However, currently, there is no need to create new 

ML models with similar features, because ML models keep learning every as millions 

of data are generated every second. They adjust to the new data very easily and quickly. 

 

For future work, researchers could use different types of ML algorithms to train their 

ML models with or without changing the features. There are a lot of ML models 

available in modern times and it is not possible for a single person to examine each of 

the ML algorithms to train different ML models. Therefore, by examining various ML 

algorithms the result may change with or without the features that were selected for this 

study. If an ML model trained by other ML algorithms performs better than this paper’s 

ML models then it would be best for the banking sector to upgrade its process and by 

doing so, they can reduce the risk of credit loss. 
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APPENDIX 

Reflections of Research 

 

This is my first research on the field of ML. Before this, I had very limited knowledge 

of ML algorithms and techniques. So, I dealt with various problems during this study. 

Even finding a suitable dataset was hard to get at one point. I had to rely on a secondary 

dataset because financial institutions don’t want to share data related to their debtors. 

So, data collection was one of the tougher tasks for me. Since I had limited knowledge 

of this area, I had to learn about ML from the beginning which was time-consuming, 

and at the same time, I had to study different papers related to my credit-risk analysis. 

I have encountered other challenges during coding for data visualization, handling the 

models, and showing the results that they showed. However, I was able to cope with 

the challenges. As a result, I have not only completed this study successfully but also 

acquired a good amount of knowledge as well as enhanced my abilities.    

 

 

 

Abbreviations 

 

 RF – Random Forest 

 DT – Decision Tree 

 NB – Naïve Bayes 

 KNN – K-Nearest Neighbor 

 LR – Logistic Regression 

 SVM – Support Vector Machine 

 AI – Artificial Intelligence 

 ML – Machine Learning 

 SL – Supervised Learning 

 ROC = Receiver Operating Characteristic  

 AUC – Area Under the ROC Curve 
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