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ABSTRACT 

 

Influenza A virus is a type of virus that can cause respiratory illness in humans and animals. They 

are classified into subtypes based on the combination of two proteins on the surface of the virus: 

hemagglutinin (HA) and neuraminidase (NA). There are 18 different HA subtypes and 11 different 

NA subtypes, and many different combinations of these subtypes are possible. One way to study 

these viruses is to use clustering techniques to group them based on certain features. A deep 

embedded network is used to learn a low-dimensional representation of the virus sequences, which 

is used as input to a clustering algorithm called K-means. To perform this analysis, we collected a 

dataset of influenza A viruses. Then The deep embedded network is used as a learning 

representation. K-means clustering is applied to the learned representation to cluster the virus 

sequences into clusters based on their similarity. The number of clusters can be determined using 

techniques such as the elbow method or the silhouette score. Using deep embedded networks and 

K-means clustering can provide insights into the relationships between different influenza A 

viruses and help researchers understand patterns and trends in the data. It can also be useful for 

tracking the evolution and spread of these viruses over time. 

 

 

 

 

 

 

 

 

 

 

 



©Daffodil International University            vi 
 

TABLE OF CONTENTS 
 
 

CONTENTS PAGE 

Board of Examiners……………………………………………………………....... II 

Declaration ……………………………………………………………………….. 

Acknowledgment………………………………………………………………… 

Abstract…………………………………………………………………………… 

III 

IV 

V 

CHAPTER PAGE 

CHAPTER 1: INTRODUCTION 1-4 

1.1 Introduction…………………………………………………………………… 1-2 

1.2 Motivation…………………………………………………………………….. 2-3 

1.3 Research Questions…………………………….……………………………. 3 

1.4 Expected Outcome……………………………………………………………. 3 

1.5 Project Management and Finance….………………………………………… 3-4 

1.6 Layout of the Report…………………………………………………………... 4 

CHAPTER 2: BACKGROUND STUDY 5-8 

2.1 Preliminaries and Terminologies………………………………………………........ 5 

2.2 Related Works ……………………………………..………………………….. 5-6 

2.3 Comparative Analysis & Summary ……………………….………………… 6 

2.4 Scope of The Problem………………………………………………………… 7 

2.5 Challenges…………………………………………………………………….. 7-8 

CHAPTER 3: RESEARCH METHODOLOGY 9-19 

3.1 Introduction…………….. ……………………………………………………. 9 

3.2 Research Subject and Instrumentation………………………………………... 9 

3.3 Workflow …………………………………………………………………….. 9-11 

3.4 Data Collection Procedure……………………………………………………. 11-12 

3.5 Data Processing ………………………………………………………………. 12 

3.6 Proposed Methodology ……………………………………………………… 13-19 



©Daffodil International University            vii 
 

CHAPTER 4: EXPERIMENTAL RESULTS AND DISCUSSION 20-25 

4.1 Experimental Setup ………………………………………………………….. 20 

4.2 Performance Analysis ………………………………………………………. 20-22 

4.3 Result Discussion ……………………..………………………………………. 23 

        4.4 Elbow Method…………………………………………………………………. 23-25 

CHAPTER 5: IMPACT ON SOCIETY, ENVIRONMENT, AND 

SUSTAINABILITY 26-27 

5.1 Impact on Society……………………………………………………………… 26 

5.2 Impact on Environment……………………………………………………….. 26 

5.3 Ethical Aspects………………………………………………………………… 27 

5.4 Sustainability Plan…………………………………………………………….. 27 

CHAPTER 6: SUMMARY, CONCLUSION, RECOMMENDATION, IMPLICATION FOR 

FUTURE RESEARCH 28 

6.1 Introduction ………………………………………….………………………... 28 

6.2 Conclusion...…………………………………………………………………… 28 

6.3 Future Works…………………………………………………………………... 28 

REFERENCES 29 

APPENDIX 30 

PLAGIARISM REPORT 31-35 

 
 

 

 

 

 

 

 

 

 

 

 

 

 



©Daffodil International University            viii 
 

 
LIST OF FIGURES PAGE NO 

Fig 3.1: Workflow Diagram 10 

Fig 3.2: Source of Data 11 

Fig 3.3: Sample data from the dataset 12 

Fig 3.4: Deep Embedded Network 13 

Fig 3.5: Feature Vector Formation 17 

Fig 3.6: Principal Components 18 

Fig 3.7: Workflow of K-means clustering 19 

Fig 4.1: Converted CSV data from FASTA 20 

Fig 4.2: Split Properties 21 

Fig 4.3: Vector Representation 

Fig 4.4: Variance Correlation 

Fig 4.5: Clustering with Centroid 

Fig 4.6: Clustering Result 

Fig 4.7: Elbow Plotting 

Fig: 4.8 Silhouette Analysis 

21 

22 

22 

23 

24 

25 



©Daffodil International University             1   

CHAPTER 1 

Introduction 

1.1 Introduction 

 

The Orthomyxoviridae family of RNA viruses includes the influenza virus. Influenza A, Influenza 

B, Influenza C, and Influenza D, are its four primary subtypes. The most frequent of them is the 

influenza A-type virus. It affects many avian and mammal species, which could cause pandemics 

and epidemics of flu. The influenza A virus has several different serotypes and infects a variety of 

hosts in nature. Hemagglutinin (HA) and neuraminidase (NA), two important internal proteins, 

change across these serotypes. Eight single-stranded, negative-sense RNA segments try to 

compensate for the genomes of each influenza A virus serotype. The M1 and M2 proteins that 

make up the influenza A virus's membrane or matrix protein are necessary for the virus life cycle 

and virus replication. These influenza A virus M1 and M2 proteins have experienced evolutionary 

modifications over time. As a result, the influenza A virus variety has become a serious problem, 

making it important to find these novel genomes. One of the best clustering methods has been 

shown to use deep learning techniques. The analysis of relationships between protein structure and 

activity and genome grouping is made easier by deep learning technologies.  Different types of 

approaches such as Clustering Recurrent Neural Networks (CRNN), convolutional variational 

autoencoder, novel clustering algorithms (CLUGEN), Korhonen unsupervised learning 

algorithms, adaptive neural network-based clustering method, hierarchical and division techniques 

to understand sequence-to-structure e relationships, cluster protein sequences, identify similarities, 

predict protein genome function, etc. They solved various types of problems raised while 

sequencing proteins such as the prediction of protein sequences could not get a good result because 

of working speed, different types of protein structure, and datasets. Therefore, we thought of 

constructing a deep-learning approach to identify the new gene sequence by clustering. We used 

the nucleotide sequences of every serotype of the influenza A virus that was taken from the 

Influenza Virus Resource as the dataset for our unsupervised learning approach. We collected 

nucleotide sequences for all proteins from all H5N1 influenza A serotypes between 2000 and 2020. 

To cluster new sequences, we applied deep learning techniques called LSTM and CNN. By using 

the pre-processed and selected training dataset, we built our proposed model. After being put to  

the test against the training dataset, both deep learning techniques fully achieved the predetermined 

goals. In contrast, little research has been done on or major use of deep learning (DL)-based  
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representation and feature learning for clustering. Deep neural networks can be an efficient way to 

convert mappings from a high-dimensional data space into a lower-dimensional feature space, 

leading to improved clustering outcomes. This is because the quality of clustering depends not 

only on the distribution of data points but also on the learned representation. 

 

1.2 Motivation 

 

The influenza virus is a member of the RNA virus family, Orthomyxoviridae. Its four main 

subtypes are influenza A, influenza B, influenza C, and influenza D. The influenza A-type virus is 

the most prevalent of all. It affects a wide variety of bird and animal species, which could result in 

flu pandemics and epidemics. In nature, there is numerous influenza A virus serotypes that infect 

a range of hosts. The virus is continually changing, making it challenging for the human immune 

system to identify and effectively combat it. Analyzing the protein sequences of the viruses' many 

strains is one method of monitoring the virus' evolution. Protein sequence clustering is the process 

of putting related protein sequences together. This can help figure out connections between various 

virus strains and for comprehending how the virus changes over time. Multiple sequence alignment 

and phylogenetic tree construction techniques have traditionally been used to cluster protein 

sequences. These techniques, nevertheless, have drawbacks and can be time-consuming. Deep 

learning methods have recently been used to cluster protein sequences, with encouraging 

outcomes. Deep embedded networks, which employ neural networks to learn a low-dimensional 

representation of the protein sequences, are one such approach. The sequences can then be 

clustered using this representation and conventional clustering algorithms like K-means. When 

compared to conventional protein sequence clustering techniques, deep embedded networks offer 

several benefits. They can efficiently manage enormous volumes of data and understand intricate 

correlations between protein sequences. Furthermore, they can spot clusters that conventional 

approaches can miss. For the protein sequence clustering of the Influenza A virus, we suggest 

using deep embedded networks, PCA (principal component analysis), and K-means clustering in 

this study. The protein sequences are initially preprocessed to make sure they are appropriate for 

clustering. The sequences were then vectorized using a deep embedding network that had been 

trained to learn a low-dimensional representation of them. To prepare the data for k-means 

clustering, PCA was then used to process it. To cluster the sequences, we have finally employed 

K-means clustering on the learned representation. Square distance computations are used to assess 

the efficacy of our strategy.  



©Daffodil International University             3   

Overall, the combination of deep embedded networks, PCA, and K-means clustering has the 

potential to be a formidable tool for the clustering of the influenza A virus protein sequence and 

may offer insights into the development and transmission of the virus. 

 

1.3 Research Questions 

 

An essential first step in starting research is formulating a precise, short, and focused study 

question. It provides a clear focus and purpose and outlines precisely what we want to learn. The 

researchers would want to present the following questions to convey their ideas and findings to 

reach a realistic, effective, and accurate solution to this issue. 

• Can we get the influenza virus genome sequences for our deep-learning research? 

• Can the raw data that was taken from the database sources be preprocessed? 

• Will the field of protein gene clustering be improved by this work? 

• Will this project advance bioinformatics? 

• Is this study beneficial to humanity? 

1.4 Expected Outcome 

 

We have discussed the study plan for this section, which is based on the research questions. We 

expect to develop a well-known model to precisely cluster gene sequences. The following research 

expectation outcome is what the researchers would want to put up. Such as, 

• Accurate and efficient protein sequence clustering of Influenza A virus strains. 

• Identification of previously unknown relationships between different sequences of the virus. 

• Improved ability to track the evolution of Influenza A virus over time through analysis of protein 

sequence data. 

• Insights into the spread and transmission of the virus through analysis of the clusters produced 

by the method. 

• A useful tool for researchers and public health officials in monitoring and responding to outbreaks 

of Influenza A virus. 

1.5 Project Management and Finance 

 

We first constructed a planned architecture for our research project, which we then incrementally 

improved. Through careful project management, we have so far succeeded in meeting our goals.  
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The following illustrates the project flow: 

I. Searched extensively for studies related to our project. 

II. Selected research studies that were relevant to our area of study. 

III. Analyzed all of the research papers that were chosen to find out more about protein 

clustering with deep learning. 

IV. Extracted specified datasets from the database of the influenza virus resource. 

V. Prepared and processed the dataset to enable deep learning algorithms to classify it. 

VI. We put the best deep learning classifiers into practice to accomplish our goals. 

VII. Trained and put to the test the classifiers to show the accuracy of our work. 

VIII. Presented the completed research project report in written form. 

 

1.6 Layout of the Report 

 

• The research's introduction is covered in Chapter 1, along with the study's purpose, 

justification, research questions, expected outcomes, project management and funding, and 

overall structure. 

• The Background of the research is presented in Chapter 2. It discusses the Problem Scope, 

Related Works, Comparative Analysis & Summary, and The Challenges. 

• The theoretical analysis of the research is presented in Chapter 3. The project's workflow is 

shown in the first section of this chapter. The process for gathering data and processing it is 

then described. This chapter also demonstrates the Deep Learning Classifiers' algorithmic 

techniques. Finally, some implementation requirements are discussed. 

• The experimental results, a discussion of the findings, and an analysis of the project's 

effectiveness are all included in chapter four. Experimental representations are included to 

make the results easier to understand. 

• The research's impact on society, the environment, and some ethical issues are discussed in 

chapter five.  

• The work's conclusion and summary are found in chapter six, which serves as the book's final 

chapter. The chapter's conclusion identifies some of the chapter's issues and provides some 

suggestions for more research based on the findings. 
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Chapter 2 

Background Study 

 
2.1 Preliminaries and Terminologies 

 

The reassortment, of as well as reorganization of multiple viral strains' genomes in varied hosts, as 

well as reorganization of multiple viral strains' genomes in varied hosts, is what leads to clustering, 

which produces fresh virus strains with unique features. Understanding influenza, A virus' dynamic 

behavior is therefore of tremendous interest and importance. To meet this need, computational 

biology is one way that helps. During the earlier study, deep learning algorithms were quite 

successful at clustering virus genome sequences. Therefore, utilizing deep learning techniques, we 

suggested and created protein clustering models as computer science students. 

Terminologies:  

• Protein Clustering: During viral replication, various virus strains may reassort or shuffle their 

genomic sequences inside an infected host cell if there are multiple serotypes [1]. Protein clustering 

is a process that results in the classification of virus serotypes with new and distinctive traits. 

• Clustering Sequence: The genomic sequence of a particular virus, in particular, a protein or 

nucleotide sequence, must be examined to learn and cluster virus serotypes. By grouping and 

identifying differences in the virus's genome, protein, and nucleotide sequences, virus serotypes 

can be classified. 

• Deep learning clustering is trained by newly sequenced serotypes to be able to group them into 

specific serotypes. This kind of clustering is known as unsupervised deep learning. 

 

2.2 Related Works 

 

      Many studies using deep learning methods to cluster proteins have been conducted throughout the 

years. They employed topological similarity metrics, base clustering algorithms, and consensus 

approaches in detail to cluster protein-protein interaction networks in a research paper titled "An 

ensemble framework for clustering protein-protein interaction networks" that was published in 

2007 [1]. Yet another is a study titled "Protein Classification Using Artificial Neural Networks 

with Different Proteins," which was published in 2007. 
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In "encoding approaches," proteins were categorized using genetic algorithms and artificial neural 

networks (ANNs) [2]. A 2005 research effort titled "Clustering Protein Sequences with a Novel 

Metric Transformed from Sequence Similarity Scores and Sequence Alignments Using Neural 

Networks" [3] led to the development of the MCL Algorithm (enhanced multileaf collimator). In 

a research paper titled "Protein-Protein Interaction Network-Based Knowledge Embedding with 

Graph Neural Network for Single-Cell RNA to Protein Prediction" that was released in November 

2020, a PIKE-R2P (Protein-Protein Interaction Network-Based Knowledge Embedding with 

Graph Neural Network for Single-Cell RNA to Protein Prediction) was developed. [4]. Using 

template-based modeling (TBM) and CEthreader models, a recent research study titled "Detecting 

distant-homology protein structures by aligning deep neural network-based contact maps" was 

released in September 2019 [5]. Its goals were to annotate the biological functions of protein 

molecules and to develop new compounds to regulate the functions. ART-1-based clustering on 

Yeast Protein-Protein Interactions was employed by the authors of "Adaptive Neural Network-

Based Clustering of Yeast Protein-Protein Interactions," a study that was published in 2004 [6]. In 

a June 2008 article titled "Ensemble non-negative matrix factorization techniques for clustering 

protein-protein interactions" [7], an NMF and K-means clustering algorithm model was proposed. 

In a study published in April 2010 titled "Clustering of protein expression data: a benchmark of 

statistical and neural techniques" [8], the k-means clustering methodology was applied to cluster 

protein expression data. Deep convolutional autoencoder was utilized in another recent work 

named "Unsupervised clustering of SARS-CoV-2 using deep convolutional autoencoder" that was 

released on August 17, 2022. [9] 

2.3 Comparative Analysis and Summary 

Comparative analysis will allow us to see the parallels and contrasts between our study project and 

earlier studies on this particular topic. We used deep learning classifiers to create a model that can 

cluster the protein sequence of the influenza A virus, much as the research papers mentioned in 

the references. If we examine the majority of the prior research, we can find that there hasn't been 

much progress in applying machine learning methods rather than deep learning approaches to 

cluster the influenza A virus protein sequence. Regarding that, the foundation of our study is the 

deep learning clustering of influenza A protein sequences. We used the nucleotide sequences of 

every influenza A virus serotype's matrix protein as a research project dataset. This method of 

computational biology study offers an alternative to past studies in the area. 
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2.4 Scope of the Problem 

The size of the influenza problem Depending on the precise objectives and context of the study, 

viral protein sequence clustering utilizing deep embedding networks and K-means can be defined 

in a variety of ways. Here are some possible methods for defining the problem's size: 

1. Geographical scope: The analysis may concentrate on protein sequences from a particular area 

or nation, or it may have a worldwide scope and include sequences from several nations. 

2. Temporal scope: To follow the evolution of the virus over time, the analysis may be performed 

on protein sequences from a particular period, or it might be broad in scope and include sequences 

from various points in time. 

3. Protein type: The study may concentrate on particular influenza virus proteins, such as the 

hemagglutinin or neuraminidase proteins, or it may take into account various protein types. 

4. Data source: The analysis may rely on protein sequences from a single data source, like the 

Influenza Research Database, or it may draw from a variety of sources. 

5. Clustering technique: The analysis might concentrate on the application of deep embedding 

networks and K-means in particular, or it could assess how well these techniques perform 

compared to other clustering techniques such as multiple sequence alignment or the creation of 

phylogenetic trees. 

The size of the influenza problem overall Deep embedded networks and K-means can be used to 

cluster virus protein sequences in a way that is relevant to the analysis's objectives and situation. 

2.5 Challenges 

Our lack of research understanding regarding virology and the cell chemistry of the virus posed 

the biggest hurdle for us as computer science students. We addressed this difficulty by researching 

and evaluating the relevant and prior efforts in that field. Creating the ideal dataset for our model 

to use was our next obstacle. The raw dataset we downloaded from the database source was in the 

FASTA file format, which is not accessible by deep learning classifiers. So, we have to convert  
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the dataset file type from FASTA to CSV to make the dataset understandable by a deep learning 

classifier. The dataset, however, had a sizable amount of information and items that were irrelevant 

to our grouping approach. Consequently, we had a difficult time identifying the appropriate and 

crucial traits. We could overcome that difficulty by preprocessing the raw information and only 

using the features essential to our clustering model. 
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Chapter 3 

Research Methodology 
 

 

3.1 Introduction 

In this section, we will describe the workflow for our proposed project, which clusters the influenza 

A protein sequence. The key elements, including data collection, processing, and the suggested 

model, are also explained in addition to the essential equations, graphs, tables, and descriptions. In 

this ground-breaking project, we employed the dataset we collected from the Influenza Resource 

Center together with a modified version of RNN, a deep embedding network, PCA, and K-means 

clustering techniques. The latter part of this chapter includes the necessary implementation 

requirements in addition to the statistical support for our project hypotheses. 

 

3.2 Research Subject and Instrumentation 

The research topic covers subjects that are relevant to gaining or developing a clear understanding 

of the issue. the application of a design model, dataset collection, dataset processing, model 

training, and addition of alterations based on the dataset. Instrumentation is essentially the 

technology and procedures that have been employed in the other section. Therefore, in the 

proposed work, we chose Python as the programming language and a variety of packages, 

including NumPy, pandas, Skit Learn, Matplotlib, Seaborn, etc. Google Colab is a web-based 

Python IDE that also supports the use of cloud storage for data science and machine learning 

applications. It was utilized for all the training and testing operations. 

3.3 Workflow 

Here is a general workflow for performing Influenza A virus protein sequence clustering using 

deep embedded networks, PCA, and K-means: 
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Fig 3.1: Workflow Diagram 

 
 

1. Preprocessing: Before the protein sequences can be clustered, they may need to be preprocessed 

to ensure that they are in a suitable format. This may involve tasks such as filtering out low-quality 

or incomplete sequences, aligning the sequences, and encoding them for input into the deep 

learning model and machine learning model. 

2. Training the deep embedded network: Next, a deep embedded network is applied to the 

preprocessed protein sequences. The goal of this step is to learn a low-dimensional representation 

of the sequences and convert them into vector form that captures important relationships between 

them. 

3. Dimensionality reduction: Once the deep embedded network has been done, it is used to 

transform the protein sequences into the learned low-dimensional representation. Then we applied 

PCA to make the representation applicable to the k-means clustering. 

4. Clustering: The transformed protein sequences are then fed into a traditional clustering 

algorithm, K-means, to group the sequences into clusters. 

5. Evaluation: The clusters produced by the K-means algorithm are evaluated using various metrics 

such as the elbow method and adjusted Silhouette analysis, Elbow method gives us an idea on  
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what a good k number of clusters would be based on the sum of squared distance (SSE) between 

data points and their assigned clusters centroids, Silhouette analysis can be used to determine the 

degree of separation between clusters. The performance of the clustering can also be visualized 

through the use of plots such as dendrograms or scatter plots. 

6. Interpretation: Finally, the clusters produced by the method are interpreted in the context of the 

specific goals of the analysis. 
 

 

3.4 Data Collection Procedure 
 

Fig 3.2: Source of Data 

Our data collection was obtained using the NCBI (Influenza virus Resources). The database 

contains files for various viruses, and for our research, we collected all of the Influenza A virus's 

protein sequences and serotypes as well as its nucleotide sequences from all influenza serotypes 

from 2017 to 2019. There are some distinctive sequence types in these portions. The dataset of all 

protein sequences, which contains 38985 protein sequences after collapsing, was chosen after some 

analysis and testing with several datasets (209831total). We also obtained the accession, serotype, 

and segment name, Host, of each sequence from the source to provide more details. 
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3.4.1 Preparation of dataset 

We have gathered the FASTA-formatted data files from the dataset and converted them to CSV 

files. The following datasets were obtained with the aid of Python and the FASTA to CSV tool in 

Python. An example of a dataset: 

 

Fig 3.3: Sample data from the dataset 

3.5 Data Processing 

Processing of data One of the most essential aspects of the job is the pre-processing of any dataset 

before a model is trained on it to improve accuracy. In our research, we also performed pre-

processing on the data before using a deep learning model on it. If we can break down our data 

preparation approach into the two processes of preparing datasets and balancing datasets, then data 

processing will become more significant in our thesis work. 

3.5.1 Balancing Dataset 

Each class's data came in an uneven amount. All serotypes' 124059 protein sequences were 

discovered. So, to avoid biased results, the dataset needed to be balanced. This is why we created 

the final dataset, which consists of 4499 sequences, using 38985 sequences from all of the chosen 

classes. The dataset may be applied to our suggested models once it has been balanced. 
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3.6 Proposed Methodology 

In research work, we applied three methods which are:  

1. Deep embedded network as a learning feature  

2.  Then we applied PCA for a dimensional reduction  

3. We used k-means clustering. 

 

3.6.1 Deep Embedded Network 

 

The embedding technique, which converts discrete variables into continuous vectors, is one of 

deep learning's most effective applications. With word embeddings for machine translation and 

entity embeddings for categorical data, this technology has found useful uses. A discrete, 

categorical variable is mapped to a vector of continuous numbers using an embedding. 

Embeddings are low-dimensional, continuously learn vector representations of discrete variables 

used in neural networks. Because they may make categorical variables less dimensional and 

accurately reflect categories in the converted space, neural network embeddings are helpful. Neural 

network embeddings serve three main objectives: 

1. Identifying the embedding space's closest neighbors. 

2. As data for an unsupervised task in a machine learning model. 

3. To display relationships between categories and concepts. 

 

 

 

 

 

 

 

 

 

 

Fig 3.4: Deep Embedded Network 
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In fig 3.3 , As we can see in embedded network we have to take two input, consisting one 

categorical variable and another continuous variable to get a vector form output . So we have taken 

protein sub type as our categorical input and protein sequences as continuous input so that  they 

can reduce the dimensionality of categorical variables and meaningfully represent categories in the 

transformed space as vector form. 

 

3.6.1 Principal Component Analysis (PCA) 

  

PCA is a dimensionality reduction technique that is used to condense a big collection of variables 

into a smaller set of variables, which also happens to contain the majority of the data in the original 

dataset. The entire process consists of the following five steps: 

Step 1:- Standardization : This step's goal is to ensure that all of the continuous beginning 

variables contribute equally to the analysis in order to avoid biased outcomes. It is accomplished 

mathematically by deducting the mean from the value and dividing by the standard deviation. 

                                                  

Equation 3.1: Standardization 

 

Once it is done , all the variables will be transformed to the same scale. 

STEP 2: COVARIANCE MATRIX COMPUTATION:  The purpose of this stage is to 

determine the relationship—if any—between the variables in the input data set and how they differ 

from the mean in relation to one another. Because variables can occasionally be highly connected 

to the point where they include redundant data. We compute the covariance matrix in order to find 

these associations. The covariance matrix, which has entries for all potential pairs of the initial 

variables, is a p p symmetric matrix (where p is the number of dimensions). For instance, the 

covariance matrix for a 2-dimensional data set with the variables x and y is a 232 matrix with the 

following from: 
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Since a variable's variance is equal to its covariance with itself (Cov(a,a)=Var(a)), we really have 

the variances of each starting variable along the major diagonal (top left to bottom right). The 

entries of the covariance matrix are symmetric with regard to the main diagonal since the 

covariance is commutative (Cov(a,b)=Cov(b,a)), which means that the upper and lower triangular 

parts are equal. 

STEP 3: COMPUTE THE EIGENVECTORS AND EIGENVALUES OF THE 

COVARIANCE MATRIX TO IDENTIFY THE PRINCIPAL COMPONENTS:  

They always come in pairs, which means that every eigenvector has an eigenvalue, which is the 

first thing we need to understand about them. And the number of them is the same as the number 

of data dimensions. For instance, since there are 3 variables in a 3-dimensional data set, there are 

3 eigenvectors and 3 corresponding eigenvalues. The principal components, or axis with the largest 

variation (or information), are what we refer to as the eigenvectors of the covariance matrix. The 

variance held by each Principal Component is indicated by the eigenvalues, which are simply the 

coefficients associated to the eigenvectors. We obtain the principal components in order of 

importance by ordering our eigenvectors from highest to lowest according to their eigenvalues. 

Example: 

Let's assume that our data set has two dimensions and the variables x and y, and that the covariance 

matrix's eigenvectors and eigenvalues are as follows:

 

 

If we order the eigenvalues in descending order, we obtain 1>2, which denotes that the 

eigenvectors for the first and second principal components (PC1 and PC2, respectively) are v1 and 

v2, respectively. 

STEP 4: FEATURE VECTOR: As we learned in the preceding phase, computing the 

eigenvectors and ranking them according to their eigenvalues in descending order enable us to  

 



©Daffodil International University             16   

identify the primary components in terms of their relative importance. Choosing whether to 

maintain all of these components or toss out any that are less important (have low eigenvalues) 

allows us to combine the remaining ones into a matrix of vectors that we refer to as the "Feature 

vector" in this stage. The eigenvectors of the components that we choose to keep are placed in 

columns of the matrix that makes up the feature vector. As a result, it can be considered the initial 

stage in the process of dimensionality reduction since, if just p of the eigenvectors (components) 

out of n are retained, the resulting data set will only have p dimensions. 

Example: 

Continuing with the example from the previous step, we can either form a feature vector with both 

of the eigenvectors v1 and v2: 

 

Or discard the eigenvector v2, which is the one of lesser significance, and form a feature vector 

with v1 only: 

 

 

Discarding the eigenvector v2 will reduce dimensionality by 1, and will consequently cause a loss 

of information in the final data set. But given that v2 was carrying only 4% of the information, the 

loss will be therefore not important and we will still have 96% of the information that is carried by 

v1. 

LAST STEP: RECAST THE DATA ALONG THE PRINCIPAL COMPONENTS AXES: 

The input data set is always seen in terms of the original axes in the preceding processes, with the 

exception of standardization, where we simply choose the principal components and create the 

feature vector (i.e, in terms of the initial variables). The goal of this final step is to reorient the data 

from the original axes to those represented by the principal components using the feature vector 

created using the eigenvectors of the covariance matrix (hence the name Principal Components 

Analysis). To achieve this, multiply the feature vector's transpose by the original data set's 

transpose. 
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Equation 3.2: Feature Vector 

                                              

 

Fig 3.5: Feature Vector formation 

This is our obtained data as a featured vector alongside two principal component and their classes. 
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Fig 3.6: Principal Components 
 

This figure shows the plot diagram of PCA components and their classes on our dataset. 

 
3.6.2 K-Means Clustering 

 

 

K-Means divides the dataset into k (a hyper-parameter) clusters using an iterative optimization 

strategy. Each cluster is represented by a center. A point belongs to a cluster whose center is closest 

to it. For simplicity, assume that the centers are randomly initialized. The goal of the model is to 

find clusters that minimize the sum of SSE over k clusters by shifting their centers. SSE or Sum 

of Squared Errors of a cluster is the sum of squared distances between its center and its points. 

Working of K-Means Algorithm: 
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Fig 3.7: Workflow of K-means Clustering 

 

 

From the above diagram, The stages listed below can help us understand how the K-Means 

clustering technique operates: 

Step 1: The first thing we must do is state how many clusters, K, our algorithm must produce. 

Step 2: Next, choose K data points at random and group each one into a cluster. Simply said, 

categorize the data according to the quantity of data points. 

Step 3: At this point, the cluster centroids will be computed. 

Step 4 - After that, keep repeating the steps below until you locate the ideal centroid, which is the 

assignment of data points to clusters that are stable. 

4.1 The total of the squared distances between the centroids and the data points would be calculated 

first. 

4.2 − At this stage, we must allocate each data point to the cluster that is nearest to it (centroid). 

4.3 − Finally, calculate the centroids for each cluster by averaging all of its data points. 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Experimental Setup 

 

A clustering report, the sum of square distance using elbow method and adjusted Silhouette 

analysis, are used in this chapter to show and discuss the study's findings. We took into account 

three methods while we created our model, including Deep Embedded Network, PCA, and K-

means Clustering. 

 

4.2 Performance Analysis 

 

 Before getting good clustering results we had to make sure the sequences are in a valid format and 

sequence analysis performance had been exact. We got our expected performance throughout the 

process. 

 

 

Figure 4.1: Converted CSV data from FASTA 
 

 

 

Figure 4.1 shows unreadable FASTA data is converted into csv data containing to columns which 

are properties and sequence.
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Figure 4.2: Split Properties 

 

 

In our previous figure 4.1, some important features were included in one column “properties” 

which must be split into different columns as in figure 4.2 which are accession, host, protein name, 

and subtype. 

Figure 4.3: Vector Representation 
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In 4.3 shows our embedded network successfully transform our data into vector representation 

form, which are used in PCA as input data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4: Variance Correlation. 

 

Figure 4.4 shows relationship between components are successfully evaluated using PC. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5: Clustering with Centroid 

 

 

Figure 4.5 shows the similarity among sequences after applying k-means clustering based on 

centroid with different colors  to show the same group.
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4.3 Result Discussion 
 

From 4499 sequence vector representation primarily, we worked with 3 components, and 

successfully we were able to cluster them as we expected.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                                                               Figure 4.6:  Clustering Result 
 

 

After preliminary work then we worked with 6 components to check whether our model can cluster 

multiple components and we got our desired result as we can see in figure 4.6. 

 

4.4 Elbow Method 
 

Based on the sum of squared distance (SSE) between data points and the centroids of their assigned 

clusters, the elbow technique offers us an estimate of what a suitable k number of clusters might 

be. At the point where SSE begins to flatten out and form an elbow, we pick k. 



©Daffodil International University             24   

                       
                     

Figure 4.7: Elbow Plotting 

 
The graph demonstrates that k=3 is a reasonable choice. Because the curve is monotonically 

declining, it can be challenging to determine how many clusters to utilize because there may be no 

elbow or a clear point where the curve begins to flatten out. 

Silhouette Analysis:  

The degree of separation between clusters can be found via silhouette analysis. 

• Calculate the average distance between all the data points in the same cluster for each sample (ai). 

• Calculate the median distance between each data point in the nearest cluster (bi).Compute the 

coefficient: 

 

 

 

 
Equation 4.1: Coefficient 

 

The coefficient can take values in the interval [-1, 1]. 

•  If it is 0, the sample is in close proximity to the nearby clusters. 

•  If the answer is 1, the sample is far from the nearby clusters. 
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•  If it is -1, the sample has been placed in the incorrect clusters. 

 

Figure 4.8: Silhouette Analysis 

 

As we can see above in figure 4.8, we achieved a 0.9 coefficient which is very close to the 

neighboring cluster to evaluate the performance of our model analysis. 
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CHAPTER 5 

 

Impact on Society, Environment, and Sustainability 

 

5.1 Impact on Society 
 

The development of potent vaccinations is one way that influenza A virus protein sequence clustering can 

have an impact on civilization. The main proteins that are necessary for the influenza A virus to multiply 

and infect host cells can be found by studying the protein sequences of several influenza A virus strains. 

This knowledge can be utilized to create vaccinations that specifically target these proteins and offer 

protection from the virus. Additionally, protein sequence clustering can aid in enhancing the precision of 

diagnostic testing for the influenza A virus. Researchers can create more precise tests that can distinguish 

between several strains of the influenza A virus and aid in a more precise infection diagnosis by identifying 

and studying the protein sequences of the various viral strains. Overall, the ability to manage influenza A 

virus epidemics, enhance the precision of diagnostic tests, and provide information for the creation of 

efficient vaccinations can be achieved by using protein sequence clustering techniques such as deep 

embedding networks, PCA, and K means. Last but not least, protein sequence clustering can assist in 

informing public health policies and methods for limiting influenza A virus outbreaks. Researchers can 

gain a better understanding of how the virus spreads and changes by examining the protein sequences of 

various virus strains. This knowledge can be used to develop strategies to stop the transmission of the virus 

and manage outbreaks. 

 

5.2 Impact on the Environment 
 

Since our research is computer-based, there are no negative environmental effects. In actuality, the 

research examines viruses, a crucial component of the ecosystem. Because of their variations, viruses are 

constantly evolving and changing in nature. According to our findings, influenza proteins are clustered. a 

virus model that allows us to understand how viral strains have changed over time. A perfect clustering 

can help us to make a relationship among other viruses beside making us understand how the environment 

caused in making a new sequence. Then it will be easier for the scientist to prevent another pandemic 

caused by different types of viruses. The way our model would put an important impact on the 

Environment is assisting scientists to invent vaccines against most dangerous viruses since a new strain of 

virus can cause a pandemic and a pandemic means loss of lives at a particular period of time that can affect 

our environment. 
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5.3 Ethical Aspects 

When employing deep embedded networks, PCA, and K methods to cluster the influenza A virus protein 

sequence, there are a lot of ethical issues to take into account. Potential misuse of the knowledge produced 

by protein sequence clustering is one ethical issue that can come up. The creation of bioweapons or the 

discrimination of particular groups could both be made possible by this information. It is crucial to make 

sure that the outcomes of protein sequence clustering are put to good use for society and that the right 

controls are in place to prevent this knowledge from being misused. The possible effects of protein 

sequence clustering on vulnerable populations should be taken into account as another ethical problem. 

For instance, not all populations may have equal access to the creation of vaccinations or other therapies 

based on protein sequence clustering. It is crucial to make sure that everyone who requires these therapies 

can get them and that the advantages of protein sequence clustering are fairly distributed. The possibility 

of using research subjects for personal gain is another ethical concern. Protein sequence clustering 

occasionally necessitates the acquisition of human biological samples, which poses questions of informed 

permission and privacy protection. The privacy of research participants must be maintained, and it is 

crucial to ensure that they are properly informed about the study. Overall, it is crucial to give careful 

thought to the moral implications of protein sequence clustering and to take action to make sure that the 

findings of this study are applied morally and for the good of society. To control the use of this technology 

and safeguard the rights of research subjects and the general public, this may include developing rules and 

regulations.  

 

5.4 Sustainability Plan 
 

Our study is a strategic undertaking that can support itself over the long run. Any sustainability measure, 

including financial, environmental, and community sustainability, can be met by the project with success. 

The resources used in the project cannot be simply lost; therefore, the developed model can continue to 

work throughout time. As a result of the project's modest maintenance requirements, sustainability upkeep 

won't be overly difficult in the future. Our research shows promise and has the potential to develop. Our 

project has a growth component, which we are aware of and may work on in the future to keep it 

continuing. 
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CHAPTER 6 

Summary, Conclusion, Recommendation, Implication for Future Research 
 

6.1 Summary of the study 

Influenza A virus protein sequence clustering using deep embedded networks, PCA, and K means is a 

technique that involves analyzing the protein sequences of different strains of influenza A virus in order 

to better understand the spread and evolution of the virus. This type of protein sequence clustering can 

have a number of impacts on society, including aiding in the development of effective vaccines, improving 

the accuracy of diagnostic tests, and informing public health policies and strategies for controlling 

outbreaks of the virus. There are also ethical considerations to be aware of in the use of this technology, 

such as the potential for the misuse of the information generated and the potential impact on vulnerable 

populations. Overall, protein sequence clustering is a valuable tool for understanding and controlling the 

influenza A virus and its impact on society. 

6.2 Conclusions 

 

A method for grouping protein sequences into classes and making distinctions between them is presented 

in this study. For grouping protein sequences based on unsupervised data, we used the deep embedded 

network, PCA, and K-means Clustering models. The performance of the clustering model was then 

examined and tested. Both deep learning methods successfully met the targets. After completing the entire 

work process, we conclude that the research work has achieved its goals and complied with all standards. 

 
6.3 Implication for Future Study 

Our research is an ambitious idea with lots of potential for improvement. We are aware of the room for 

expansion in our project and can try to take advantage of it in the future. We intend to use this established 

model to cluster the sequences of the other varieties of the influenza virus genome to make further 

progress. Future vaccine development for the influenza virus may benefit from the work done in this area. 
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APPENDICES 

 

We had a lot of challenges finishing the research study. The first step was choosing a 

methodological strategy for the project. However, the largest problem we ran into during the 

research was that, as computer science majors, we lacked a solid understanding of virology and 

the cell chemistry of the virus. By researching and examining relevant and prior efforts in that 

field, we were able to overcome this challenge. The best dataset for our model to work on needed 

to be created as our next assignment. The raw dataset we obtained from the database source was a 

FASTA file, which deep learning classifiers cannot read. So, to make the dataset readable by a 

deep learning classifier, we had to change the dataset's file format from FASTA to CSV. 
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