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ABSTRACT

Nowadays, Breast cancer is one of the foremost causalities, and it's the second most

familiar reason for death for women. Circulation of distal organ tumors is the primary

cause of death from breast cancer. Breast cancer has now become a common health issue,

and its expansion and harmony have increased recently. Sometimes breast cancer spreads

without a family history. Also, heightened chances of breast cancer retaining aging, genes,

dense breast tissue, obesity, and radiation exposure. Sometimes women don't even know

they have breast cancer. There are two distinct kinds of malignant and benign tumors, and

physicians should use a reliable diagnostic strategy to differentiate between them. The

main ambition of this paper is to utilize the most outcomes in developing a classification

and related strategies. Earlier detection of breast cancer will assist in the survival of

patients with breast cancer. Machine learning helps build planning models to predict

planning models that can be utilized to predict consequences for individual patients. Data

mining and machine learning help in the early detection of breast cancer. The goal of this

study is to review the role of machine learning methods in the prediction and diagnosis of

breast cancer. Most of these methods focus on predicting breast cancer by using machine

learning.
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1

CHAPTER 1

INTRODUCTION

1.1 Introduction
The second primary cause of women’s death is carcinoma (after heart disease). In the

past few years, More than 12 million women have died from carcinoma. Carcinoma is a

type of cancer that begins in the breast. Carcinoma can spread when cancer cells

penetrate the blood or lymphatic system. Breast cancer tissues are usually not detected on

X-ray and MRI. It is diagnosed when a tumor forms from this tissue. A report in 2019

revealed that Some 12,764 women are seen with breast cancer in Bangladesh annually,

and 6,844 of them die of the disease. This number is getting bigger day by day. There are

many considerable algorithms for classifying breast cancer prediction. The present paper

compares the performance of 7 classifications. Those are Logistic Regression,

KNN, Decision Tree Classifier, Random Forest, Support Vector Machine, Naive

Bayes, Artificial neural networks (ANNs).These classifications can determine the stage

of the disease. Patients must undergo carcinoma surgery, chemotherapy, radiotherapy,

and endocrine to stop cancer from spreading. The classification aims to identify and

classify malignant and benign patients and to parametrize my classification methods to

gain high accuracy. I am analyzing multiple datasets and additional added on how

machine learning algorithms identify stages. I want to scale the error rates again with the

highest accuracy. I use the data lore platform to train and test datasets, which а Machine

Learning platform used in JUРYTER to evaluate the info and analyze data in terms of

effectiveness and efficiency.

1.2 Overview of Breast Cancer

Breast tissue that is fibrous or contains animal tissue, including breast cells, can develop

breast cancer. Breast cancer is a malignant disease with rapidly expanding, gradually

worsening tumors that often result in death. Despite being more prevalent in females,

carcinoma rarely happens in guys. A tumor can either be benign (not harmful to health)
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or malignant (potentially dangerous). The risk of carcinoma might be increased by

elements including age and a case history of the condition.

1.3 Types and stages of Breast Cancer

Options for treating carcinoma are supported by cancer kind and stage. The

categorization of carcinoma depends on the condition of the cell surface receptors.

Tumors generally fall into two categories:

 Benign: This particular tumor kind seldom results in death and is not harmful to a

person's health.This form of tumor has restricted growth and only affects one area of

the body.

 Malignant: This more lethal tumor kind, known as carcinoma, is more harmful.

When cells within the breast tissue proliferate improperly, cancerous growth results.

the majority of carcinoma types are:

1. Ductal carcinoma in place (DCIS): is a treatable form of the earliest kind of

carcinoma.

2. Invasive Ductal Carcinoma (IDC):The most prevalent kind of cancer starts in

the milk duct.

3. Invasive Lobular Carcinoma (ILC):originate in a very breast lobule. Human

papillomavirus has the ability to quickly spread to the body's lymph nodes and

other regions.

The primary stages of carcinoma

Breast cancer stage can describe the size of the tumor and indicate if the disease has

spread. The majority of carcinoma phases include:

Stage I: The cancer has not progressed to the lymph nodes or other tissues; it is contained

to a limited location.

Stage II: Despite expanding, the cancer has not yet spread.
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Stage III: The tumor could have expanded and migrated to nearby lymph nodes or other

tissues.

Stage IV: Ymy body's organs or other regions have been infected by cancer. Additionally

known as metastatic or advanced cancer, this stage.

1.4 Treatment of carcinoma

Patients are occasionally given one form of treatment or a mix of treatments based on the

age, type, and stage of the woman's cancer. The majority of cancer therapies are:

1. Surgery: For cancer, there are primarily two surgical approaches. Breast

conserving surgery, often known as a lumpectomy, is the most common type of

operation. The goal of surgery is to remove a cancerous part of the breast along with

some surrounding healthy tissue. The second type of surgery might be a mastectomy,

which involves removing the entire breast.

2. Radio Therapy: It harnesses nonparticulate radiation to destroy cancer cells.

3. Chemo Therapy: It will utilize cytotoxic medications to eradicate cancer cells

throughout the body, including those in the breast.

4. Hormone Therapy: It is frequently used following surgery to help lower the risk

of cancer recurrence or treat cancer that has spread to other body areas. typically

taken for at least five years.

5. Biological Therapy: It includes modern medications that work differently from

chemotherapy. It lessens the likelihood of breast cancer developing.

1.5 Prevalence and survival rates of carcinoma

As the most prevalent disease diagnosed globally, female breast cancer has now

overtaken lung cancer. In 2020, it is anticipated that 2,261,419 new cases of cancer in

women. In the United States, there will likely be 530 men and 43,250 women who pass
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away from breast cancer this year. Female breast cancer is the sixth most common cause

of mortality in the world. Around the world, 684,996 women are anticipated to pass away

from breast cancer in 2020. After lung cancer, breast cancer is the second most prevalent

reason for cancer-related deaths among women in the US. However, because to advances

in early identification and treatment, the number of women who have died from breast

cancer has fallen by 42% between 1989 and 2019. As a consequence, throughout that

time, more than 431,800 breast cancer deaths were avoided. Black women had a 41%

higher mortality risk from the illness despite receiving fewer breast cancer diagnoses than

White women. I have now discussed the working procedure starting with the first step. a

succinct explanation on how to setup an environment (Anaconda).

1.6 Motivation

At this time, cancer is affecting a lot of individuals. The disease's causation is dependent

on external factors and is unknown. Additionally, this serves as a screening technique to

identify if the malignancy is benign or aggressive. It brings a lot of work to accomplish

this. Many test questions, including the following, are connected to cancer detection: B.

The clamp's thickness, the consistency of cell size, and the consistency of cell shape.

Even motivators find the final product difficult to achieve, and in recent years, the use of

computer science and machine learning as universal diagnostic tools has grown.

Applications for computer diagnostics frequently exploit diseases that have resulted in

numerous fatalities. In the operating room, robots play a crucial role.Other artificial

intelligences are also frequently employed to identify cancer, and the critical care unit has

an effective method. Cancer, which first arrived on the planet in 2002, is now known to

be the second most prevalent kind of cancer among females. In the United States, one in

eight females at this time is at risk of developing cancer. Unchecked breast cell division

might result in cancer and eventually noticeable fillers (called tumors). Typically, the

tumor is benign. The necessity for precise categorization in the clinic can be a severe

issue for doctors and other healthcare workers, regardless of whether the condition is

benign or malignant since the proper labeling of the determinants will result in survival.

The significance of artificial intelligence has increased during the past 25 years. The most

significant disease screening assignment in the medical sector is the use of computers and
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machine learning as diagnostic tools, which has become fatal as scientists grasp the

necessity of making strong conclusions about how to treat specific diseases. A role has a

significant impact. The definition of cancer is one of the most significant roles of illness.

Doctors can detect, diagnose, and categorize cancer as benign or malignant using

machine learning technologies. Although selecting physicians and specialists and

evaluating patient data might be difficult, cognitive systems and computational

techniques (like machine learning for categorization) will ultimately be helpful to

medical practitioners. I am investigating a wide range of methods to learn categorization

at the time of writing. I investigated several machine learning approaches utilizing

various algorithms and cancer data sets.

1.7 Objectives

This paper's major objective is to test and assess four classifiers in order to choose the

best one for predicting cancer at an early stage. In general, I anticipate that the paradigm

presented here is clear enough for physicians to comprehend legally. Most of the time,

certain performance metrics, including accuracy, can assist us in comparing and selecting

the best algorithm. Since this is a subject that is of utmost importance at the moment, I

look forward to greater investigation to provide more accurate and dependable results.

Here, I highlight certain goals for my work -

1. An overview of breast cancer, including its kinds, risk factors, symptoms, and

management.

2. Gathering of data.

3. Using the Wisconsin breast cancer data set, demonstrate Extra Trees Classifier, Ada

Boost Classifier, Light Gradient Boosting Machine, Random Forest Classifier, Linear

Discriminant Analysis, Ridge Classifier, Quadratic Discriminant Analysis, Extreme

Gradient Boosting, Naive Bayes, Gradient Boosting Classifier, Logistic Regression, K

Neighbors Classifier, Decision Tree Classifier, SVM - Linear Kernel, Dummy

Classifier which is operate in Pycaret classification are machine learning classifiers for

predicting breast cancer.

4. To lessen the incidence of fatalities related to breast cancer.
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5. Offer the patient suggestions.

1.8 Expected Outcome

This research provides to my present collection of information. exploratory discoveries

that could result in new understandings or inspire further study. Results might be

quantitative, qualitative, or a combination of both. I should make an effort to make the

results as quantitative as possible.

My expected outcomes are -

1. Development of medical site.

2. I will easily predict the disease.

3. Usage of Machine learning the error rate is very low.

4. my physician can take a step at proper time for a Patient.

5. My model willeasily predict Breast Cancer Patient.

6. Give high accuracy by analyzing all the data.

1.9 Challenges

Nowadays, machine learning is becoming more and more popular. Machine learning is a

vast area of artificial intelligence, as I all know. I encounter several hurdles every day

when I go to work in my industry, and I'm not the only one. The issues i have are outlined

below:

1. Since i needed a lot of data for my research and cancer patients are notoriously

difficult to locate, it was challenging for me to gather all of their information.

2. With a typical setup device or computer, processing this system was rather

challenging.

3. Sometimes, the specific training procedure required a very lengthy time to complete.

4. Finally, i can say that processing procedure is very difficult and very challenging

because the technique requires high configured machine.



©Daffodil International University 7

1.10 Fundamental of Machine Learning

A sub-field of artificial intelligence known as "machine learning" uses a number of

statistical, probabilistic, and optimization approaches to help computers "learn" from

previous experiences and identify difficult-to-find patterns in vast, noisy, or complicated

data sets. Medical applications, particularly those that rely on intricate proteomic and

genomic data, are especially well-suited for this capacity. Machine learning is therefore

widely utilized in the identification and diagnosis of cancer. Machine learning has more

recently been used for cancer prognosis and prediction. A lot of published research also

seem to lack the necessary level of testing or validation. Machine learning techniques

may be used to significantly (15–25%) increase the accuracy of predicting cancer

susceptibility, recurrence, and death, according to the better conducted and verified

research. On a more fundamental level, it is also clear that machine learning is assisting

in bettering my fundamental comprehension of the onset and course of cancer.

Classification, prediction, and regression algorithms frequently employ this kind of

machine learning. This kind of learning is likewise covered in areas where the fully

labeled coaching technique can generate any labeled value. Face recognition software for

digital cameras uses semi-supervised learning. Advanced learning: In accordance with

this classification of machine learning, machine learning algorithms build positive actions

via trial and error to simplify outcomes and discover uses in artificial intelligence,

navigation, and gaming. Artificial intelligence, video games, and navigation all make

extensive use of it. The three key factors that influence this machine learning are the

agent, the novice, and the environment. In addition, the agent engages in trials and

actions. Reinforcement learning's primary goal is to assist the agent in selecting the

course of action that will yield the most benefit at the desired moment. The strategy is so

obvious: use machine learning to learn simple concepts through reinforcement to achieve

the optimal outcomes. Collaborative learning: A method called collaborative filtering is

used to create proposals. The most common kind of recommendation system is this one.

Users may compare settings between themselves and other users to discover the best
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goods depending on a variety of parameters. related agonists of the filter domain. The

data acquisition structure when the clustering algorithm is unable to detect a certain pre-

existing structure is conventional learning. This is the observable learning clustering.

Make sure the clustering algorithm can identify the numerous cluster input properties that

are naturally present in the data.Large data sets are frequently partitioned into smaller

groups using clustering, which entails performing exploratory analysis to tailor the

analysis for each group.

Classification: The process of classifying involves supervised learning, which calls for

learning from data.
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CHAPTER 2

LITERATURE REVIEW

2.1 Overview

Although certain tumors may now be treated more readily and individuals may get fully

unwell if they receive the right care, cancer is not an entirely immunological illness.

Cancer treatments are regularly being developed. Treatment gets simpler and more

specialized as time goes on.

The outcomes have greatly improved over time. Radiation therapy, chemotherapy,

hormone therapy, and cancer surgery are the primary cancer treatment modalities. There

are several immunotherapy techniques employed today, and there appear to be effective

medications (or targeted medications) available. There are several anticancer medications.

They are generally combined when utilized. One of the cancers that is easiest to treat is

breast cancer. There are a ton of amazing therapy options available today that can tackle

the intricate cell mix that makes up every cancer.

2.2 Literature Review

Here are many technical reviews and evaluations. articles on how to diagnose breast

cancer using data mining techniques. Numerous innovative new technologies have been

developed for the diagnosis of breast cancer as a result of the advancement of medical

research. Here is a quick summary of the study that is relevant to this area:

S. P. T. Vikas Chourasia.[4] They employed a 10-fold cross-validation approach and a

stratified sample strategy to split the dataset into 10 mutually exclusive divisions in order

to compare the three algorithms' unbiased prediction accuracy. For each of the three

prediction models, they then carried out this procedure once again. This gave them a less

biased way to compare the three models' prediction performance. According to the results,

Native Bayes provided them with the most accuracy (97.36%), followed by RBF

Network (96.77%), which came in second, and J48 (Decision Tree), which was able to
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provide the third-best accuracy (93.41%). They evaluated the sensitivity and specificity

of Native Bayes, RBF Network, and J48 (Decision Tree). Md. MIlon Islam.[5] This

research provided a comparative study of machine learning methods for predicting breast

cancer prognosis. Of the nine learning algorithms, five have been used. These include

logistic regression, K-nearest neighbors, support vector machines, random forests, and

artificial neural networks (ANNs) (LR). Each of the five machine learning approaches'

fundamental characteristics and operations was demonstrated. In contrast to the lowest

accuracy gained from RFs and LR, which is 95.7%, the maximum accuracy attained by

ANNs is 98.57%. Medical diagnostic techniques may be time- and resource-intensive,

and costly. This system demonstrates the application of machine learning techniques as

diagnostic tools for breast cancer, and if the ANN-developed model is better reliable than

any of the other strategies described above, and is very good for new physicians or

therapists, and can change the prediction to cause breast cancer the scope of cancer. T. B

PadmaprIya.[6] Since carcinoma is one of the primary causes of death in women, this

study takes clinical facts pertaining to it into consideration. The CART set of rules was

chosen for this study's investigation of carcinoma datasets because it provides more

accurate clinical information units than the other frequently used decision tree algorithms

and CART. Three distinct cancer datasets have been the subject of several trials to see

whether the same characteristic choosing method may result in higher accuracy for

different datasets within the same domain. For the study of datasets, they specifically

employed three well-liked data processing techniques: J48, ADTree, and Cart. The J48

classifiers are 98.1% accurate, Three has the greatest accuracy value of 98.5%, which is

found in CART, with a score of 97.7%. It can be seen from the findings that the CART

algorithm does a good job of categorizing mammography pictures. ADTree Algorithm

performs poorly in this job, with J48 acting as an intermediary. In the future, they'll

employ different classification algorithms in an effort to forecast how well they'll do

when analyzing similar mammography pictures. G. SIngh.[7] In this study, the

classification parameters have been examined across four machine-learning techniques.

These include k-Nearest Neighbor, Support Vector Machine, Logistic Regression, and

Naive Bayes, all of which are accessible on the Wisconsin breast cancer dataset at the
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UCI Machine Learning Repository. This comparison analysis's goal was to identify the

most precise machine learning algorithm that may be used to aid in the detection of breast

cancer. The best accuracy for the given dataset is achieved by k Nearest Neighbor, which

is consistent with the prediction findings. K closest neighbor achieves the necessary

performance in their study article in terms of accuracy, which was 0.99(99%)

correspondingly. And in terms of accuracy, Logistic Regression achieves the second

performance with 0.97 (97%) accordingly. In terms of accuracy, Support Vector Machine

and Naive Bayes performed at 0.96 (96%) and 0.97 (95%) respectively. Therefore, this

demonstrates that k Nearest Neighbor consistently outperforms SVM, LR, and Naive

Bayes for the prediction of breast cancer.[8] This work established the machine learning-

based automated diagnostic method for breast cancer. These algorithms operate in three

stages. In the first phase, a world-class clustering method was used to separate the data

into multiple groups. The dataset is decreased, which drastically cuts down on the

computation time. The next phase utilized the Outlier Detection Algorithm to identify

outliers in the breast cancer dataset. The J48 method is used to determine if the

malignancy is benign or malignant in the prepossessed dataset as the final and third

phases. The execution of this system was evaluated using the Wisconsin Diagnosis Breast

Cancer and Wisconsin Breast Cancer datasets.These tests were conducted using Waikato

Environment for Knowledge Analysis version 3.7.13. The suggested two metrics may be

superior than current research for the same data set, according to experimental findings.

For WBCD data sets and 99.6% for WDBC data sets, the highest accuracy was 99.9%.

This research will aid in the early detection of breast cancer and aid in the treatment of

patients. [9] In order to create a hybrid classification method, this work combines the

genetic algorithm and the k-nearest neighbor algorithm. It could aid physicians treating

early-stage breast cancer in their forecasting. Medical professionals employed data

mining techniques to aid in the early diagnosis of breast cancer. Optimizing methods is

the Genetic Algorithm's primary goal. While using the k-nearest neighbor technique for

classification, it was utilized to choose the higher quality for KNN as well as optimize the

value of K. This machine learning dataset was extracted from the Wisconsin Breast

Cancer database and is available in the UCI repository. Researchers examined 699
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occurrences and 10 traits at WBCD, while just 569 instances and 31 features were

examined at WDBC. The suggested algorithm produced superior results for the

researchers when compared to the outcomes of other classification algorithms used in this

investigation. The proposed method's accuracy was 99%. [10] A hybrid breast cancer

model that combines the Decision Tree (DT) and Support Vector Machine (SVM)

algorithms is proposed in this paper. This approach was used to divide patients into two

groups: benign patients and malignant patients. This is a machine-learning dataset from

the UCI repository that was collected from Wisconsin Breast Cancer. It has 699

occurrences and 11 characteristics, 458 of the cases fall under the benign category, and

241 falls under the malignant category. There are 16 occurrences of missing values in this

dataset. Using WEKA software, the findings were distinguished using the IBL, SMO, and

NAVE classification techniques. The test results demonstrate that DT + SVM

outperforms every other method in terms of data classification. The DT-SVM

classification model has a 91% accuracy rate. The correctly identified case was number

459, the wrongly classified example was number 240, and the lowest error rate was

2.58%. [11] In this work, data mining is used to predict the occurrence of breast cancer.

The goal of this analysis was to create a breast cancer prognostic model that used neural

network classification techniques. For possible enhancement, a sorted strategy was

employed. Lazy IBK, Tree Random Forest, Lazy K Star Classifier, and NNG rules were

subjected to the classification techniques. Data from the WBCD dataset are gathered for

this investigation. The WEKA software investigated the observation. There are 286

occurrences in the dataset, 201 of which were benign and 85 of which were malignant. A

total of ten variables, including age, tumor size, and class, were used to define these

instances. The Tree Random Classifier's classification accuracy was 98% in the end. For

100% accuracy, the researchers advised using Ensemble classified analysis. [12] Breast

Cancer Classification Using Machine Learning was given in this study. A collection of

tools called "machine learning" was developed and is employed for prediction, evaluation

of algorithms, and categorization. Data gathering, model selection, model training, and

model testing are the four phases that makeup machine learning. For this categorization,

researchers employed two machine learning models. These are the K-nearest neighbor
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and the Naive Bayesian Classifier. Their goal in employing two classifiers in a data set

for this classification is to create efficient machine-learning methods for cancer

classification. They brought the provided data set from UCI to the University of

California, Irvine as a data set. 35% of the tumors in this dataset are malignant, while

65% of the tumors are benign. The naive Bayesian Classifier provided an accuracy of

96.19% after training, whereas K-nearest Neighbor provided an accuracy of 97.51%. It is

accurate enough. Researchers add that if there is an excessive volume of data, accuracy

and training data may vary. [13] The researcher attempted to create a brand-new

prototype for a clinical issue involving the identification and treatment of breast cancer

patients. Ten significant clinical characteristics were chosen, including age, tumor size,

and node size. Data from web mining was utilized to uncover hidden patterns in datasets

on breast cancer. Data were gathered from the repository of UCI datasets. The WEKA

Open-Source environment was used to analyze the experiment. Patients' diagnoses and

prognoses for breast cancer were determined using 37 classification criteria. Patients in

good or bad health might attend the diagnostic class. The experimental findings showed

that 76% of the 37 classifieds were in good health, and 24% were unwell; 13 out of 37

were correctly diagnosed, with 13 more accurate results. Bayes-Net, SMO, Logistics,

Multilayer-Perceptron, J48, SGD, Simple-Logistics, AdabostM1, Attribute Selected, and

Filtered Classifier were among the thirteen classifiers and Regression, Multi-Class

Classification, and LMT. Researchers advise repeating the prototype construction process

to forecast the best categorization utilizing the Tanagra and Kamala data mining tools. In

the future, academics will use tanager and Orange data mining methods since they wish

to create generic prototypes for many domains like e-commerce, power, or many other

sectors. [14] The approach under consideration seeks to identify the lowest subset of

characteristics that can provide extremely precise categorization. Data preparation, which

comes before classification, comprises data cleansing, dimension reduction, and

transformation. The WDBC breast cancer dataset employed in the study was taken from

the UCI machine learning repository. The dataset consists of 569 instances and 32

characteristics, with 30% of the examples used for testing and 70% used for training.

Three classification techniques, including Naive Bayes (NB), Logistic Regression (LR),
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and Decision Tree (DT), were applied to the test data to determine if the cell was benign

or cancerous. The findings demonstrate that the logistic regression classifier offered the

most accurate categorization. Comprising a smaller number of characteristics (four), thus

this algorithm's complexity is lower than that of the other two classifications. [15] The

diagnosis and prognosis of breast cancer were given using machine learning (ML)

techniques in this research. The Wisconsin Breast Cancer Database was also employed

by the researchers as they concentrated on studies employing artificial neural networks

(ANNs), support vector machines (SVM), decision trees (TT), and K-Nearest Neighbor

(K-NN) approaches. Using machine learning approaches, categorization and prediction

accuracy have increased with great competence. He used the dataset the researchers had

supplied, which he had obtained from WBCD. A table including this information, along

with references, algorithms, sample methods, and accuracy, was displayed. Creating

more sophisticated algorithms is still required, even though researchers think several

algorithms employing Wisconsin have achieved exceptionally high accuracy of the

Breast Cancer Database (WBCD). Going forward, Researchers intend to thoroughly

examine the Frederick Ataxia (FRDA) dataset using machine learning techniques to

create an effective FRDA healthcare system.
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CHAPTER 3

METHODOLOGY

3.1 Introduction

Carcinoma is the most common cancer in women in industrialized and developing

nations. It's also the second most important factor in women dying from cancer.

According to a WHO analysis from 2013, "it is projected that over 508 000 women

globally died in 2011 as a result of breast cancer." The majority of women (97%) might

live for at least five years with early diagnosis. In the diagnosis and prognosis of cancer,

data processing, and machine learning are frequently used.Additionally, data processing

and machine learning help medical researchers identify links between factors and prepare

them to forecast illness outcomes using previous records. Machine learning may be used

to improve cancer detection and diagnosis and minimize over treatment. Additionally, it

could support correct higher cognitive function. As a result, this study aims to examine

how machine learning and data processing techniques are used in the identification and

diagnosis of cancer.

3.2 Methodology

I am using seven fundamental machine learning methods for my classification problem.

Those are:

1. LogisticRegression

2. KNN

3. Decision Tree Classifier

4. Random Forest

5. Support Vector Machine

6. Naive Bayes

7. Artificial neural networks (ANNs)
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Logistic Regression: Logistic regression is the most well-known machine learning

technique after linear regression. Although they are highly distinct, logistic regression

and linear regression have many similarities. To forecast the value, a linear regression

approach is employed. Accepting input data and goal variables may transform logistics

rules into supervised rules for training models. In contrast to the regression of the

protection average, the output or target variable in the logic rule might be a categorical

variable. As a result, this is a rule of binary categorization that places knowledge objects

in one of the information categories.

The known logistic regression equation is

K Neighbors Classifier:It is the non-parametric slow method known as the K-nearest

neighbor. The nearest neighbors are chosen based on the Euclidean distance between the

equation's x and y vectors.

KNN outcomes vary for various K values. A high K value will overlap, whereas a low K

value will result in more calculations.

Figure 3.1: K Neighbor
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Decision Tree Classifier: Introduction Decision Trees are a sort of supervised machine

learning in which the training data is continually segmented based on a particular

parameter, with you describing the input and the associated output. Decision nodes and

leaves are the two components that may be used to explain the tree.

Random Forest Classifier: Supervised machine learning algorithms like random forest

are frequently employed in classification and regression issues. On various samples, it

constructs decision trees and uses their average for classification and the majority case

for regression.

Figure 3.2: Random Forest

Support Vector Machine

The Support Vector Machine (SVM) technique is a supervised machine learning

technique used for regression and classification. Even if I also refer to regression issues,

classification is the best fit. The SVM classifier seeks a hyperplane in an N-dimensional

space that is classify the data points.

Naive Bayes: The naive Bayes algorithm is a supervised technique to solve prediction

classification issues based on the Bayes theorem. It is mostly employed in text

categorization with a large training set.
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Artificial neural networks (ANNs)

Artificial Neural Networks (ANN) are brain-inspired algorithms that foresee problems

and model complex patterns. The Artificial Neural Network (ANN) is a deep learning

technique inspired by the biological neural networks in the human brain.

3.3 Visual environment setup and installation

Installing Anaconda: Python and R are both available for free in Anaconda. It's a

specific type of open-source platform that is free. Additionally, it makes deployment as

well as package and library management easier. It is applied to machine learning.Data

scientists, IT professionals, and business leaders are a few examples.

Why I use Anaconda?

It is free and open source to start. It also contains more than 1500 Python packages.

Because AI and machine learning have more tools, I can acquire more data from more

sources. Testing, development, and training are all done using the same equipment.

Figure 3.3: Installing Anaconda (1st step)
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Figure 3.4: Select Anaconda environment (2nd step)

Here I can select or needed environment.

Figure 3.5: Installing Anaconda (Final step)
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Datalore was launched once Anaconda had been installed. I know that the Anaconda is

too sociable for us to use here. Since it has given us many functionalities found in

machine learning software. Datalore is one of them.

Figure 3.6: Platform of Anaconda

Figure 3.7: Interface of Anaconda
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Opening Datalore:

Then open Datalore

Figure 3.8: Opening Datalore

Figure 3.9: Interface of DataLore

After launching Datalore, I built my python file and got to work on my workflow.
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Sample of Data:

Figure 3.10: Sample of Data.

Figure 3.11: Sample of Data 2
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Figure 3.12: Sample of Data 3

3.4 Importing Necessary Libraries

Figure 3.13: Importing Liberties.
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3.4.1 Pandas

Pandas is a Python open-source library mostly utilized for machine learning and data

science jobs. It is built upon NumPy, a different library that supports multi-dimensional

arrays.

3.4.2 NumPy

The Python package NumPy is used to manipulate arrays. Additionally, it contains

matrices, Fourier transform, and functions for working in linear algebra. In the year 2005,

Travis Oliphant developed NumPy. You can use it for free because it is an open-source

project.

3.4.3 Matplotlib

A Python charting library is known as Matplotlib. A comprehensive library for animated,

static, and interactive visualization in Python is another name for it.

3.4.4 CSV

To structure the tabular data, CSV is employed. Data from an excel file that this library

has used as input.

Figure 3.14: CSV Data.
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3.4.5 Seaborn

Seaborn's data visualization library is constructed in Python on top of Matplotlib. It

allows users to create complex and beautiful visualizations.

3.4.6 Sklearn (Scikit-learn)

With the Python programming language, this library is utilized as a machine learning

library. It can provide features for myimage processing in addition to classification, the

K-means clustering approach, and DBSCAN. This library is designed to work with

Python's NumPy and SciPy scientific and numerical libraries.

3.5 Dataset Preparing & Analyzing

3.5.1 Dataset

The Wisconsin Breast Cancer (Diagnostic) Data Set includes perhaps the Breast Cancer

Dataset (BCD) that I used [16]. There are 32 characteristics, the first of which is the ID I

wish to delete (rather than the feature I want to give the category). There are 31

requirements in my categorization section to evaluate whether a tumor is benign. The last

characteristic has a binary value of either good or bad (0 for benign, 1 for malign).569

clinical cases are included in this dataset. My data set is restricted to 569 samples because

the original BCD only had 32 unidentified values and no missing observation data.

Without including target properties, mydataset's attributes are listed below-

Table 3.1: Dataset Attributes

1.radius (mean) 16.compactness (standard error)

2.texture (mean) 17.concavity (standard error)
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The first step in using Python is to import the necessary packages. Additionally, I have

already imported all of the required libraries for gathering and analyzing data.

3.perimeter (mean) 18.concave points (standard error)

4.area (mean) 19.symmetry (standard error)

5.smoothness (mean) 20.fractal dimension (standard error)

6.compactness (mean) 21.radius (worst)

7.concavity (mean) 22.texture (worst)

8.concave points (mean) 23.perimeter (worst)

9.symmetry (mean) 24.area (worst)

10.fractal dimension (mean) 25.smoothness (worst)

11.radius (standard error) 26.compactness (worst)

12.texture (standard error) 27.concavity (worst)

13.perimeter (standard error) 28.concave points (worst)

14.area (standard error) 29.symmetry (worst)

15.smoothness (standard error) 30.fractal dimension (worst)
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Figure 3.15: Initially Import Libraries.

3.5.2 Load Data

I first need to use pandas to import data.

Figure 3.16: Exploring my data.

After importing the data, I gather information about my dataset's number of features. And

I'm looking for the missing value here. What datatype does each feature have? By

analyzing this dataset, I got 569 rows and 31 columns here. There isn't a value missing. In

each feature, float 64. Now that I've looked at my dataset, I see two different patient

categories, one of which is malignant and the other benign.

Figure 3.17: Target Column.
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According to Figure 3.5.2.2, 357 tumors are benign and 212 are malignant.
But here I found an unnamed column, so now I have to drop this column unmanned.

Figure 3.18: drop unnamed column.

3.5.3 Creating plot

In this context, I will discuss how to create a plot with feature and value of this dataset.

There are many plot types such as scatter plot, line plot, dot plot, dist plot, box plot, hist

plot, etc. Some of them are -
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Figure 3.19: hist plot

Figure 3.20: box plot

Figure 3.21: dist plot
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Figure 3.22: legend plot

Co-relation Matrix

The correlation matrix is essentially a table indicating the correlation. This measurement

works best when the variables are in a linear relationship. A scatter chart can display the

consistency of the data. The variables are shown in rows and columns of the correlation

matrix.

3.6 Train Methodology

I'll talk about the training methods in this aspect. The data I input for learning will be

understood by the computer during training. So here is a description of how to train, how

the trained data will be used, and how it will be processed. I must first classify the

variables into dependent and independent categories to train the model.

Figure 3.23: Independent and Depended variable.
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My dataset has to be split into training and testing halves. Additionally, a

training_test_split library is needed for the divide.

Figure 3.24: Training and test data

Here, 80% of the data from the complete set of training data and 20% of the data for

testing. I am now starting my work period by training datasets. The initial step in training

is to choose a model. and the requirement to produce model objects.

Figure 3.25: Training my model

I create an object for training the model. And I train (fit) My every model separately.
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CHAPTER 4

EXPERIMENTAL RESULTS & ANALYSIS

4.1 Introduction

I'll discuss about my model's accuracy level and performance evaluation in this part.

4.2 Results

I've already trained my whole datasets using a total of seven models. I can then compare

the accuracy of the various models. Below is a list of their accuracy results-

Table 4.1: Accuracy Outcome.

Model name Accuracy
Logistic Regression 97.37%

KNN 97.37%
Decision Tree 93.86%

Random Forest 94.74%

SVC 96.49%

Naive Bayes 93.86%

ANN 95.61%

Table 4.2.1 demonstrates that using the same dataset, the seven models (Logistic

Regression, KNN, Decision Tree, Random Forest, SVC, Naive Bayes & ANN) provide

me with seven different levels of accuracy. Now, in figure 4.2.1, the accuracy comparison

is displayed.
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Figure 4.1: Accuracy Comparison.

Figure 4.2: Model Accuracy.

4.3 Model Optimization

Now that I have a baseline model, I am aware that early predictions from the model are

only sometimes good or accurate. Therefore, the next step I'm doing to enhance the

model is:

1. Confusion Matrix

2. Classification report

4.3.1 Confusion Matrix

An illusion's matrix condenses the classification problem's prediction outcomes.
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Predictions that were accurate and inaccurate are tallied and split by each square. The

matrix of confusion may be unlocked with this. The confusion matrix needs to be

clarified when it displays your classification models instead of making predictions. This

not only provides you with information into the mistakes made by your categorization,

but more crucially, it identifies the many kinds of mistakes that might happen.

Let see my test data length,

Figure 4.3: Test Data Length and Confusion Matrix

There are 114 test data visible here. The outcome will be determined by a confusion

matrix using these data.
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Figure 4.4: Confusion Matrix by using Heatmap

The whole test data is visible via this confusion matrix. And from the above data, 106

correct predictions and 8 erroneous predictions were made. The true negative prediction

number is 4, and the false positive prediction number is 4.

In this instance, "positive" and "negative" are just names for the projected classes. There

are four ways to determine if the forecasts were accurate or not:

1. True Negative(TN) A case that was negative and was expected to be negative is a true

negative.

2. True Positive (TP) refers to a case that was both positive and projected to be positive.

3. False Negative (FN) when a case was positive, although the result was projected to

be negative

4. False Positive (FP) when a case was negative but was anticipated to be positive
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4.3.2 Classification Report

The accuracy of predictions made by a classification algorithm is evaluated using a

classification report. How many of the forecasts came true, and how many were wrong?

More specifically, the metrics of a classification report random forest are predicted using

True Positives, False Positives, True Negatives, and False Negatives, as illustrated

below-

Figure 4.5: Classification report for KNN.

4.4 Requirements Accessories

These conditions must be satisfied for image processing to operate once the approach has
been described and my model has been fully trained.
• Operating System (Windows 10)
• Hard Disk (minimum 1000)
• Ram (Minimum 12 GB)
• GPU(Recommended) – I have used 4GB (AMD RX550)
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Figure 4.6: CPU Performance at the time of working
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Summary

Seven algorithms are used in this paper. Those are Logistic Regression, k Nearest

Neighbor, Decision Tree Classifier, Random Forest, Support Vector Machine, Naive

Bayes, Artificial neural networks (ANNs). I used the Wisconsin breast cancer dataset

here as the dataset. k Nearest Neighbor and logistic regression both had excellent

accuracy scores of 97.37%. Support Vector Machine 96.49% performs best among these

seven models in terms of accuracy, followed by Artificial neural networks 95.61%,

Random Forest 94.74%, Naive Bayes 93.86%, and Decision Tree with an accuracy of

93.86%. Nearest Neighbor and Logistic Regression both provide the same result.

Therefore, it is clear that among these seven models, logistic regression and k Nearest

Neighbor both perform most well. Then, as I am aware that cross validation is intended to

identify overfitting, I apply 5 K-fold cross validation for simply Logistic Regression.

Thus, I may conclude that mymodel is not overfitting. I may draw the conclusion that,

given the dataset in question, Logistic Regression outperforms other methods for

predicting breast cancer.

5.2 Future Work

A more precise and comprehensive breast cancer diagnostic model will be developed

using data gathered from various parts of the globe. Future studies will also concentrate

on data collecting during the most recent time period to uncover new possible predictors

that may be used in decision-making. This study may be built upon and enhanced to

attain the automated detection of breast cancer. Although the data collection is not huge,

it is a well-known standard data set. By keeping a sizable data collection and introducing

other functions, such as the stage identification of carcinoma, moving forward, I will

enhance my work in the near future.In the future, anyone can work with datasets since

I'm making a CSV test dataset and filtered dataset that will allow for further development
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of that report. I used logistic regression, but if someone wanted to apply it with a more

potent methodology, they might get a more accurate result.

5.3 Conclusion

In the actual world, automated breast cancer prediction is a severe medical issue. The key

to treating breast cancer is predicting it early. In order to model the actual prediction of

breast cancer for local and conventional treatments as well as other methods, this article

explains how to use machine learning algorithms like logistic regression, k Nearest

Neighbor, decision tree classifier, random forest, support vector machine, naive Bayes,

and artificial neural networks (ANNs).The Wisconsin's breast cancer dataset, which is

from the UCI Machine Learning Repository, served as the basis for my examination of

the classification criteria using seven machine learning techniques, including logistic

regression, k-nearest neighbor, decision tree classifier, random forest, support vector

machine, naive Bayes, and artificial neural networks (ANNs). I examined every one of

the algorithms' outputs. I also attempted to get the most accurate information possible

from them. With a classification accuracy of 97.37%, the findings indicated that Logistic

Regression and k Nearest Neighbor performed best. The Support Vector Machine came

in second with a classification accuracy of 96.49%, while artificial neural networks came

in last with a classification accuracy of 95.61%. Finally, I looked for a reliable classifier

that might identify cancer in patients and maybe save their lives. Although everything is

within the power of My Almighty, I shall make every effort to use early cancer prediction

to address the cancer issue.
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