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ABSTRACT 

Cuisine prediction based on ingredients is a complex task that has numerous applications 

in the food industry, including recipe recommendation and food delivery. Accurate and 

reliable prediction models have the potential to improve the efficiency and effectiveness of 

these and other applications. In this study, we sought to develop a prediction model for 

cuisine type based on ingredients using a large dataset called 1M Recipe Dataset and the 

machine learning technique of grid search with cross-validation. Our results showed that 

the model was able to achieve a mean cross-validated accuracy of approximately 73.7%. 

While this is a promising result, it is clear that there is still room for improvement and 

further research is needed to optimize the model and better understand the factors that 

influence cuisine prediction based on ingredients. Future research could focus on a range 

of approaches to improving the model, such as exploring different techniques for feature 

extraction and classification, incorporating additional data sources, and applying the model 

to other tasks and problems related to cuisine prediction. Additionally, further study is 

needed to understand the limitations of the model and how it can be extended or modified 

to better address the challenges of cuisine prediction. Overall, our study represents an 

important step forward in understanding the relationship between ingredients and cuisine, 

and has the potential to inform the development of improved prediction models and 

applications in a variety of contexts. 
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CHAPTER 1 

Introduction 

1.1 Introduction 

Cuisine prediction is increasingly important in the food industry, with applications ranging 

from personalized cooking recommendations to inventory management and menu 

planning. The ability to accurately predict the type of cuisine based on the ingredients of a 

recipe can have significant practical benefits, such as helping people discover new recipes 

and cuisines that they might not have tried before or enabling more efficient operations in 

the food industry. However, predicting cuisine from ingredients can be a challenging task, 

as it requires understanding the relationships between the ingredients and the cultural and 

historical traditions of different cuisines. 

In this paper, we investigate the feasibility of predicting cuisine type based on recipe 

ingredients. We collected a large dataset of recipes from various sources, including both 

traditional and modern dishes from a diverse range of cuisines. We preprocessed the data 

to clean and prepare it for analysis and then used machine learning techniques to build a 

model that can accurately classify recipes into different cuisine categories. We evaluated 

the performance of our model using various evaluation metrics and compared the results 

to those obtained using different model architectures and feature sets. 

Our results suggest that it is possible to accurately predict cuisine type using a combination 

of ingredient-based features and advanced machine-learning techniques. We also found 

that certain ingredients and combinations of ingredients are more indicative of certain 

cuisines than others and that the size of the training dataset can have a significant impact 

on the performance of the model. We discuss the implications of our findings and suggest 

directions for future research in this area, including the potential for using cuisine 

prediction to improve personalization and recommendation systems in the food industry. 
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1.2 Motivation 

Cuisine prediction is a problem that has attracted the attention of researchers and 

practitioners in the food industry due to its potential applications in personalized cooking 

recommendations, inventory management, and menu planning. However, predicting 

cuisine type based on recipe ingredients is a complex task that requires understanding the 

relationships between ingredients and the cultural and historical traditions of different 

cuisines. In this project, we are motivated by scientific curiosity to investigate the 

feasibility of predicting cuisine type based on recipe ingredients, and to identify the 

ingredients and combinations of ingredients that are most indicative of different cuisines. 

By exploring these relationships, we hope to deepen our understanding of the factors that 

influence cuisine type, and contribute to the development of more accurate and effective 

cuisine prediction models. 

1.3 Rationale of the Study 

Practical applications in the food sector include personalized cooking suggestions, 

inventory management, and menu planning, all of which involve determining the style of 

cuisine based on the ingredients of a dish. Predicting the kind of cuisine from a recipe's 

components is a difficult endeavor since it calls for knowledge of the interconnections 

between ingredients and the culinary, social, and historical traditions associated with each 

cuisine. When it comes to predicting what kind of food someone would like, most studies 

have relied on basic ML models and hand-crafted characteristics. 

The goal of this research is to examine whether or not it is possible to predict the kind of 

cuisine from a given set of recipe components using a set of feature vectors based on those 

ingredients and some sophisticated machine learning methods. We will make use of a large 

dataset consisting of recipes from a wide variety of sources, covering both classic and 

innovative foods from a wide variety of cultures. The goal of this research is to build a 

model that can accurately categorize recipes into different cuisine categories by identifying 

the ingredients and combinations of ingredients that are most indicative of different 

cuisines, based on our analysis of the relationships between ingredients and cuisine type in 
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this dataset. Our findings might be used to improve the food industry's personalization and 

recommendation systems, as well as to promote cross-cultural understanding and even 

health advantages. 

1.4 Research Questions 

Here are a few research questions for our project on cuisine prediction: 

● Can we predict the type of cuisine based on the ingredients of a recipe? 

● What are the most important ingredients for predicting cuisine type? 

● How does the performance of the model change as we increase the size of the 

training dataset? 

● Do more advanced machine learning techniques lead to better cuisine prediction 

performance? 

● How accurately can we predict the cuisine of a recipe? 

These research questions serve as the foundation for our project and help guide our analysis 

and experimentation. 

1.5 Expected Output 

The expected output of this study is a better understanding of the feasibility of predicting 

cuisine type based on recipe ingredients. Specifically, we hope to develop a model that can 

accurately predict the type of cuisine based on the ingredients of a recipe and identify the 

ingredients and combinations of ingredients that are most indicative of different cuisines. 

We also aim to compare the performance of different machine learning techniques for 

cuisine prediction, and to provide recommendations for improving the performance of 

cuisine prediction models. By achieving these goals, we hope to contribute to the 

development of more effective and accurate cuisine prediction models that can be used in 

practical applications such as personalized cooking recommendations, inventory 

management, and menu planning. 
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1.6 Report Layout 

There are six chapters in total. Each chapter is discussed from various perspectives. And 

each chapter has several parts that are explained in detail. The following are the contents 

of this report paper:  

In Chapter 1 we tried to give a simple introduction of our project. Then we portrayed what 

motivates us to do the project in the first place. Then we discussed about the potential 

outcome of the project. You will also find the rationale of the study and research questions 

discussed here. 

In Chapter 2 we discussed about the background of the study. We portrayed a comparative 

analysis and summary of the related works. Then we discussed about the scope of the 

problem and the challenges we face or might face. 

Also, in Chapter 3 in this chapter we described the full working procedure of our work. 

Here, you have research subject and what tools we used to conduct the research. Then there 

is data collection, data analysis, our proposed method. And at last, there is our setup for the 

implementation. 

And Chapter 4 covers the experimental setup, result of the project and discussion of this 

research project.   

In Chapter 5 we discussed about the impact of our project on society and environment. 

Also, we look at the ethical aspects of this research study. And discussed about the 

sustainability plans.  

Lastly, Chapter 6 is all about the conclusion and summary of the project. Also we tried to 

touch on what is vision with this project in the future.   
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CHAPTER 2  

Background 

2.1 Terminologies 

In a project on cuisine prediction, there are several technical terms and concepts that we 

encountered. Such as Machine learning, Classification, Feature engineering, Training set, 

Test set, Overfitting, etc.  

Machine learning is a field of artificial intelligence that involves training algorithms to 

learn from data and make predictions or decisions. Cuisine prediction is an example of a 

classification problem, which is a machine-learning task that involves assigning a label or 

class to an input based on a set of predefined categories.  

Feature engineering is the process of selecting and extracting relevant features from raw 

data to improve the performance of a machine-learning model. In the context of cuisine 

prediction, this might involve selecting ingredients or combinations of ingredients that are 

most indicative of different cuisines.  

The dataset used to train and evaluate a machine learning model is typically split into a 

training set and a test set. The training set is used to teach the model the relationships 

between the features and the labels, while the test set is used to evaluate the performance 

of the model on unseen data.  

Overfitting is a phenomenon that occurs when a model performs well on the training set 

but poorly on the test set, and it can limit the generalization capabilities of the model. 

2.2 Related Works 

J. Naik et al 2015 [1] the authors used machine learning to approach food and recipes in 

new ways. They used a publicly available dataset of recipes with ingredients labeled by 

cuisine to try and answer two questions: (1) given a set of ingredients, what is the cuisine 

of the recipe, and (2) if they can automatically generate a recipe. The authors found that 
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the first two models resulted in similar recipes with almost the same ingredient sequence, 

but different verbs. The third model, however, predicted many different verbs and 

ingredients, which resulted in strange instructions such as "pour chicken". Overall, the 

authors found that the second model seemed to be the best, allowing for more dynamic 

formation of instructions while still generating a reasonable ingredient sequence. 

S. Jayaraman et al 2018 [2] the authors studied the relationship between cuisines and the 

ingredients used in their recipes. They used data science techniques like support vector 

machines and associative classification to analyze a dataset of recipes from various sources. 

The goal was to gain a better understanding of the patterns and essential elements of good 

recipes, as well as the correlations between ingredients and cuisines. The authors also 

compared the accuracy of different classifiers used to predict cuisines. The results provided 

a detailed and clearer insight into these relationships. 

M. Anand Kumar et al 2018 [3] the goal of this paper is to use tree boosting algorithms, 

specifically XG-Boosting, to predict the cuisine of a recipe based on its ingredients. The 

authors used machine learning models and prediction methods to study customer behavior 

and increase revenue in the e-commerce industry. They applied these techniques to data 

from online cooking and recipe sharing websites to develop a scalable system for predicting 

cuisines based on ingredients. The authors obtained an accuracy of approximately 80% in 

their cuisine prediction using this method. 

A. Ali et al 2018 [4] this study aims to predict the cuisine of a recipe based on its ingredients 

using deep learning techniques. The authors implemented several methods, including 

fastText, TextCNN, TextRNN, TextBiRNN, TextAttBiRNN, and HAN, and found that all 

of them performed well. However, HAN achieved the highest accuracy at 87%. The goal 

was to create a model that could learn the characteristics of various cuisines and use that 

knowledge to identify the correct cuisine based on the ingredients in a recipe. 

A. Bharam et al 2018 [5] in this paper, the authors propose a way to recommend Indian 

recipes based on readily available ingredients and popular dishes. They use a content-based 

approach and machine learning to perform a web search and create a collection of recipe 
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types. The resulting recommendation system suggests Indian recipes based on the input of 

specific ingredients. The authors note that recommendation systems, including those using 

machine learning, are useful for personalization and helping users find relevant and reliable 

information. They also suggest potential avenues for future work on this topic. 

R. Ghewari 2018 [6] in this study, the authors used the Yummly dataset to explore the 

relationship between ingredients and cuisines. The dataset consisted of 39,774 recipes with 

20 different cuisines and 6714 unique ingredients. The authors tested several classifiers 

and found that both logistic regression and support vector machines (SVMs) performed 

well in predicting the cuisine of a recipe based on its ingredients. They attributed this 

success to the soft boundary characteristic of the data. The authors also found that the bag 

of words model on ingredients worked well for this task, leading them to the realization 

that predicting cuisines from ingredients is similar to traditional topic modeling. They 

suggest further exploration of this similarity as a potential avenue for future work. 

C. Anderson 2018 [7] in this survey, the authors reviewed the literature on food 

recommenders, including apps, services, and programs that provide recommendations for 

food, meals, recipes, and restaurants. They also discussed recommenders for substitute 

ingredients, menus, and diets, with a particular focus on the importance of health and 

wellness in the context of specific dietary needs and goals. The authors covered the types 

of recommender systems in terms of their goals and recommendations, the datasets and 

signals used to train models, the technical approaches and model types employed, and 

system constraints. 

M. K. Shan 2014 [8] in this paper, the authors studied the relationship between recipe 

cuisines and ingredients using classification techniques like associative classification and 

support vector machines. They conducted their analysis on a dataset from food.com and 

aimed to understand which cuisines are most similar and what ingredients are essential for 

each cuisine. The goal was to apply these findings to the task of automatically labeling 

recipes by cuisine. This research expands upon the more common focus on recipe 

recommendation to examine the underlying connections between cuisines and ingredients. 
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R. Singh Verma 2015 [9] in this paper, the authors explored different strategies for 

identifying the cuisine of a recipe based on its ingredients. They tackled this problem as a 

cuisine classification task and evaluated various classification algorithms, including 

approaches that considered combinations of multiple ingredients. The authors used a 

dataset from a Kaggle competition hosted by Yummly, which contained 39,774 instances 

of cuisines and ingredient lists, with 20 cuisines and 2965 distinct ingredients in total. The 

goal was to understand what combination of ingredients can be helpful in identifying a 

cuisine when the recipe is not provided. 

T. Ozaki et al 2015 [10] in this paper, the authors explore the relationship between cuisine 

types and the ingredients and cooking actions used in different types of recipes. They use 

a dataset from a Japanese recipe site to conduct statistical analyses and apply an extended 

version of the term frequency-inverse document frequency (TF-IDF) method to extract 

important pairs of ingredients and cooking actions. They also use association rules to 

identify sets of ingredients that are characteristic of each cuisine type and evaluate these 

sets using various evaluation measures. The goal of this study is to better understand how 

ingredients and cooking actions can be used to characterize cuisine type and to make it 

easier for users to find recipes that fit their preferences on recipe websites. 

M. M. Zhang et al 2015 [11] in this study, the authors use ingredients as attributes to 

classify dishes into different cuisines based on the country where the cuisine originates. 

They use a dataset of 76 images of two dishes from each of three cuisines to test their 

method, which is based on the idea of attribute-based classification. The results of the study 

show that this method is effective and can be generalized to classify dishes from other 

cuisines and with different ingredients, as long as the ingredients can be specified using 

attribute descriptors. The mean accuracy of the method in this study was 82.9%. 

P. Bhat [12] in this paper, the authors aim to use patterns related to ingredients to predict 

the cuisine of a recipe. They use a dataset of recipes from the website Yummly, which 

includes recipes from a variety of cuisines. The goal of this study is to better understand 

the ingredients typically used in different cuisines and to identify common ingredients 
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across cuisines. The authors hope that this approach will help compare ingredients within 

and across cuisines and allow for the creation of new recipes using similar ingredients. 

W. Min et al 2018 [13] In this paper, the authors conducted a cross-region analysis of 

recipes shared online, using ingredients, food images, and attributes such as cuisine and 

course. They proposed a culinary culture analysis framework that uses a probabilistic topic 

model to discover cuisine- and course-specific topics, and the manifold ranking method to 

incorporate visual features and retrieve food images for topic visualization. This 

framework was applied to three applications: 1) multimodal cuisine summarization with 

ingredients and images, 2) analysis of cuisine-course patterns, including topic-specific 

cuisine distribution and cuisine-specific course distribution of topics, and 3) cuisine 

recommendation for both cuisine- and ingredient-oriented queries. The authors conducted 

experiments on a dataset of 66,615 recipes from 10 cuisines in Yummly and found that 

their framework was effective at analyzing and interpreting culinary cultures at both the 

macro and micro levels. 

B. Li and M. Wang  2015 [14] In this project, the goal was to classify 20 types of cuisines 

based on ingredient lists. The team built several feature sets and tested them with various 

multiclass classification algorithms, including OVA Naive Bayes, OVA SVM, OVA 

logistic regression, OVA SVM with the Crammer method, and K-nearest-neighbor. The 

results showed that logistic regression performed the best, with an accuracy of 78.4%. The 

team also found that some classes were highly correlated, which reduced the overall 

accuracy of the algorithm. In future work, the team plans to investigate this correlation 

further and develop ways to better distinguish these specific classes. The final goal of the 

project was to apply this algorithm to the Yummly website to improve the user experience 

by recommending relevant recipes or deciding which recipes to display based on searches 

or browsing activity. 

H. H. Holste et al 2015 [15] The goal of this study was to classify the cuisine of a recipe 

based on its ingredients using machine learning. The dataset for this study included 39,774 

recipes with a list of ingredients and a cuisine label. The classification was intended to 
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reduce the number of required user inputs on recipe websites, help determine cuisine 

similarity for restaurant recommendation systems, and allow users to easily classify their 

own recipes. The results of the study showed that a classification accuracy of at least 

77.87% was achievable. 

P. Hazarika et al 2019 [16] This paper presents a method for recommending Indian cuisine 

recipes based on a user's preferred ingredients and liked dishes. The method involves web 

scraping to create a database of Indian cuisine recipes and using content-based machine 

learning to recommend the recipes. The system aims to address issues such as cold start 

and heterogeneity in recommendation by linking users to their social network profiles and 

suggesting recipes liked by their friends, and by building better, more dynamic web 

crawlers. Future improvements could include making suggestions based on the 

geographical location of the cuisine, the particular chef whose dishes the user likes, or 

specialty dishes found in nearby restaurants. 

S. Kalajdziski et al 2018 [17] The goal of this research was to classify different types of 

cuisine based on the ingredients used in their recipes. The team used a variety of machine 

learning algorithms and feature selection techniques to analyze a dataset of recipes from 

Yummly. They found that logistic regression had the highest accuracy in classifying 

cuisines, with an accuracy of 78.4%. The team also explored the error distribution for each 

class and found that some classes were highly correlated, which reduced the accuracy of 

the algorithm. In the future, the team plans to further investigate the correlation between 

classes and find ways to better distinguish between them. 

Y. Tian  et al 2021 [18] In this paper, the authors introduce RecipeNet, a large-scale corpus 

of recipe data, and propose a novel model called rn2vec for learning recipe representations. 

The model is able to capture textual, structural, and nutritional information through several 

neural network modules, including a textual CNN, an inner-ingredients transformer, and a 

graph neural network with hierarchical attention. The authors also design a combined 

objective function of node classification and link prediction to optimize the model jointly. 

The goal is to use the learned recipe representations to support various food studies, such 
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as analyzing culinary habits, estimating recipe healthiness, answering recipe questions, 

recommending recipes, and classifying recipes. 

S. Sajadmanesh et al 2017 [19] This study aimed to understand the relationship between 

recipes published on the internet, their ingredients, flavors, and nutritional values, and the 

culinary habits and health indicators of different countries. The study used a database of 

over 157,000 recipes from more than 200 cuisines obtained from the Yummly website and 

API. The ingredients from these recipes were analyzed and compared to understand the 

differences between dishes from different regions and the predictability of recipes from 

different cuisines. The study also looked at the relationship between the nutrition 

information in the recipes and the health indicators of different countries, such as obesity 

and diabetes rates. The results of the study showed strong similarities between the cuisines 

of neighboring countries, but a large diversity of ingredients and flavors across different 

continents, largely influenced by migration trends. The study also found a strong 

correlation between the nutrition information in recipes, particularly sugar intake, and 

obesity rates. The study concluded that deep learning can be effectively used to predict 

cuisines based on ingredients, which could improve recipe recommendations based on 

individuals' profiles. 

L. Herranz  et al 2018 [20] This review paper discusses how visual content, context, and 

external knowledge can be effectively integrated into food-oriented applications, 

particularly in the areas of recipe analysis and retrieval, food recommendation, and 

restaurant context. The authors also discuss current datasets used for these tasks and 

highlight open research problems in the field. They conclude by mentioning the potential 

for future developments in the field, including improvements in multimodal 

representations, category recognition, nutrient estimation, and structured knowledge 

representation. 

I. Nirmal  et al 2018 [21] In this study, a data-driven flavor and nutrient optimization 

framework was developed to recommend ingredients for recipes based on both flavor and 

nutrition. The framework included a cuisine prediction model using Random Forests, 
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recipe similarity measures, and normalized mean support and reciprocal authenticity 

measures to maintain cuisine and flavor specific features. The nutrient optimization aspect 

considered essential nutrients and daily recommended nutrient reference values to optimize 

nutrient abundance. The framework was tested using a dataset of 56,498 recipes covering 

11 cuisines and 381 ingredients, with a prediction accuracy of 79.546%. The framework 

was able to generate alternative ingredients with similar flavor but improved nutrition for 

a given recipe. 

T. K. Celestin et at 2020 [22] This study developed a classification approach based on 

machine learning to identify the diet preferences of populations in geographically remote 

areas. The approach used three algorithms (logistic regression, support vector machine, and 

neural networks) on a dataset of food recipes from various Asian cuisines to find the 

similarity between the cuisines based on their ingredients. The support vector machine with 

a normalized polynomial kernel was found to be the best performing algorithm for this 

task. The purpose of the study was to create a recommendation system for people living in 

a country other than their own to help them find specific recipes among the vast number 

available online. The results showed that the support vector machine model was a useful 

tool for this classification and prediction task. 

2.3 Comparative Analysis and Summary 

Table 2.1: Comparative Analysis of Previous Works 

Study Data Source Approach Accuracy 

J. Naik et al 2015 

[1] 

Food.com & 

Yummly Dataset 

Linear SVC 79% 

S. Jayaraman et al 

2018 [2] 

Allrecipes Website Multi-variate 

Logistic Regression 

79% 

M. Anand Kumar et 

al 2018 [3] 

Yummly Dataset XG-Boosting 80% 
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A. Ali et al 2018 [4] Yummly Dataset HAN 87% 

A. Bharam et al 

2018 [5] 

N/A Content Based 

Filtering 

N/A 

R. Ghewari 2018 

[6] 

Yummly Dataset SVM 78% 

C. Anderson 2018 

[7] 

N/A N/A N/A 

M. K. Shan 2014 

[8] 

Food.com Data SVM 89% 

R. Singh Verma 

2015 [9] 

Yummly Dataset LinearSVC 79.395% 

T. Ozaki et al 2015 

[10] 

Cookpad Data TF-IDF N/A 

M. M. Zhang et al 

2015 [11] 

Online Sources Attribute-Based 

Classification 

82.9% 

P. Bhat [12] Yummly Dataset Centroid clustering 

and cosine 

similarity model 

78% 

 

In general, the findings of these studies indicate that it is possible to predict the cuisine of 

a recipe with a high degree of accuracy using machine learning techniques and ingredient 

data. Some of the approaches used in these studies, such as deep learning and XG-Boosting, 

SVC, achieved particularly high levels of accuracy. However, not all of the studies reported 

the accuracy of their approach, so it is not possible to make a comprehensive comparison 

of the effectiveness of different methods. 
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2.4 Scope of the Problem 

The scope of the problem of cuisine prediction based on ingredients is to develop a machine 

learning system that can accurately classify a recipe or dish into one of several predefined 

cuisine categories based on the ingredients used. This involves identifying the ingredients 

used in a recipe and accurately classifying them, accounting for the many different cultural 

and regional variations within each cuisine, and handling rare or unusual ingredients. 

In order to solve this problem, it is necessary to develop machine learning algorithms that 

can accurately identify and classify ingredients and account for their relationships to 

different cuisines. It is also necessary to gather and clean a large dataset of recipes and their 

corresponding ingredient lists and cuisine labels in order to train and test the machine-

learning model. 

Overall, the goal of this problem is to develop a system that can accurately predict the 

cuisine of a recipe or dish based on its ingredients, with applications in meal planning, food 

product development, and restaurant recommendations. 

2.5 Challenges 

There are several challenges that we encountered when attempting to predict the cuisine of 

a recipe based on its ingredients. 

One challenge is the diversity and complexity of cuisines and ingredients. Cuisines can 

vary greatly in terms of their ingredients, flavors, and cooking techniques, and it is difficult 

to accurately predict cuisine type based on a limited set of ingredients. Additionally, 

ingredients can be used in multiple cuisines, making it difficult to accurately assign a 

cuisine to a recipe based on its ingredients alone. 

Another challenge is the quality and representation of the training data. The accuracy and 

generalizability of a prediction model will depend heavily on the quality and 

representativeness of the training data. If the training data is poorly labeled, incomplete, or 

biased, the model can be less accurate and less useful. 
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Finally, there are also challenges in selecting and extracting relevant features from the 

ingredients. It is difficult to identify the most important or distinguishing ingredients for a 

particular cuisine or to accurately represent the ingredients in a way that is useful for 

prediction. 

Overall, predicting the cuisine of a recipe based on its ingredients is a complex task that 

involves addressing a number of challenges related to the diversity and complexity of 

cuisines and ingredients, the quality and representation of the training data, and the 

selection and extraction of relevant features. 
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CHAPTER 3 

Research Methodology 

3.1 Research Subject and Instrumentation 

In the context of cuisine prediction based on ingredients, the research subject would be the 

prediction of the cuisine of a recipe based on its ingredients. 

Research instrumentation refers to the tools and techniques used to collect and analyze data 

in a research study. In a study on diet recommendation systems, e-coaching, and food 

delivery, the research instrumentation includes a range of tools and techniques to gather 

data from the research subjects and to analyze that data. Also for making the thesis paper. 

3.1.1 Design: 

● Smart Draw: Smart Draw, an online diagramming tool, to create and share 

flowcharts, organizational charts, mind maps, project charts, and other types of 

corporate visualizations for communication and collaboration. 

 

3.1.2 Writing: 

● Google Docs: Google Docs is a word processing program that is part of the Google 

Workspace productivity suite. It allows users to create, edit, and collaborate on 

documents online. Google Docs is similar to Microsoft Word, but it is a cloud-

based program, which means that it is accessed through a web browser rather than 

being installed on a specific computer. 

 

● Microsoft word: Microsoft Word is a word processing program that is part of the 

Microsoft Office suite. It allows users to create, edit, and print documents, as well 

as to add images, tables, and another formatting. Microsoft Word is available as a 

desktop program or as an online version called Word Online. 

 

● Grammarly: Grammarly is a writing tool that checks the text for grammar and 

spelling mistakes. It can be used as a browser extension or as a standalone app, and 

it can check text in a variety of languages. Grammarly can also provide suggestions 

for improving the clarity and style of writing. 
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3.1.3 Project Management: 

● Notion: Notion is a productivity and organization tool that allows users to create 

notes, tasks, wikis, and databases in a single workspace. It can be used for a variety 

of purposes, including project management, document collaboration, and personal 

organization. 

 

3.1.4 Referencing Tool: 

● Mendeley: Mendeley is a reference management tool that helps researchers and 

students organize their research papers and citations. It allows users to import and 

organize their research documents, create bibliographies in a variety of citation 

styles, and collaborate with others on research projects. 

 

3.1.5 Communication: 

● Telegram: Telegram is a messaging app that allows users to send texts, photos, 

videos, and other media to other users. It is known for its fast speeds and high level 

of security. 

 

● Facebook Messenger: Facebook Messenger is a messaging app that is part of the 

Facebook social media platform. It allows users to send messages, photos, and other 

media to their Facebook friends and groups. 

 

3.1.6 Data Store and Share: 

● Google Drive: Google Drive is a cloud storage service that is part of the Google 

Workspace productivity suite. It allows users to store and access files online, 

including documents, photos, and videos. Google Drive also includes a suite of 

productivity tools, such as Google Docs and Google Sheets. 

 

● Google Site: Google Sites is a website creation tool that is part of the Google 

Workspace productivity suite. It allows users to create professional-looking 

websites without the need for coding knowledge. Google Sites includes templates 

and customization options for creating a wide range of types of websites, including 

business sites, portfolios, and project websites. 

 

3.1.7 Presentation: 

● Microsoft PowerPoint: Microsoft PowerPoint is a presentation program that is 

part of the Microsoft Office suite. It allows users to create professional-looking 

slideshows and presentations by adding text, images, shapes, and other media. 
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3.2 Data Collection Procedure 

 

Figure 3.1: Data Collection Procedure 

The data collection procedure for your research on cuisine prediction based on 

ingredients: 

● Identify the source of data: The first step in collecting data for your research 

would be to identify the source of the data, which in this case is the 1M Recipe 

Dataset from Kaggle. 

● Access and download the data: The next step would be to access and download 

the data from the 1M Recipe Dataset. This could be done by visiting the Kaggle 

website and downloading the dataset as a JSON file. Actually, the data was in JSON 

format. 

● Clean and preprocess the data: After downloading the dataset, the next step 

would be to clean and preprocess the data. Tasks like standardizing the data's 

presentation and checking for and fixing typos and duplication fall under this 

category. But, as we have downloaded the data from Kaggle, so there’s not much 

cleaning to do.  

● Organize and store the data: Once the data has been cleaned and preprocessed, it 

is organized and stored in a way that is easy to access and use for analysis. In our 

case it is, storing the data in a JSON file format. 

Overall, the data collection procedure for your research on cuisine prediction based on 

ingredients using the 1M Recipe Dataset from Kaggle involves identifying and accessing 
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the dataset, cleaning and preprocessing the data, and organizing and storing the data in a 

useful and accessible format. 

3.3 Statistical Analysis 

After collecting our dataset from Kaggle, it was in JSON format to run in Google Colab. 

There are 39,774 entries in total. There are a total of 6,714 ingredients. Each cuisine has 

on average 10.76771257605471 ingredients. 

 

Figure 3.2: Cuisine Type with Percentage 
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Figure 3.3: Recipes per Cuisine 

 

 

Figure 3.4: Number of Ingredients per Cuisine 
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Figure 3.5: Most Common Ingredients across All Cuisine 

 

 

Figure 3.6: Most common ingredients for each cuisine 
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3.4 Proposed Methodology 

The proposed methodology for a research study refers to the overall approach and plan for 

conducting the research. In the context of cuisine prediction based on ingredients, our 

proposed methodology includes these specific steps and methods that we used to collect 

and analyze the data, as well as the research questions or hypotheses that the study aims to 

address. 

● Data collection: The first step in the proposed methodology is collecting and 

organizing the data that will be used for the study. So, gathering recipe ingredients 

and cuisine labels from various sources, such as online recipe databases or 

cookbooks. In our case, we collected our data from Kaggle. 

● Data preprocessing: After the data has been collected, it may need to be cleaned 

and preprocessed to remove any errors, inconsistencies, or irrelevant information. 

Tasks like standardizing the data's presentation and checking for and fixing typos 

and duplication fall under this category. Just because, we have downloaded the data 

from Kaggle, so there’s not much cleaning or preprocessing to do. 

● Feature extraction: Once the data has been preprocessed, the next step is selecting 

and extracting relevant features from the ingredients that will be used to predict 

cuisine type. This could mean choosing a subset of the ingredients or making new 

features based on how the ingredients are put together. 

● Model training and evaluation: The next step in the proposed methodology is 

training and evaluating a prediction model based on the extracted features. There 

are a variety of machine learning methods that can be used for this purpose, such 

as training a classifier on the data and then measuring its performance using 

statistics like accuracy and precision. “SGDClassifier” is used. 

● Results and conclusions: Finally, the last step in the proposed methodology ends 

with analyzing and interpreting the results of the study, and drawing conclusions 

based on the findings. Mostly, answering the research questions or hypotheses that 

the study set out to address, and identifying directions for future research. 
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A diagram can be a helpful way to visually represent the proposed methodology for a 

research study. The specific elements and structure of the diagram will depend on the 

nature of the research and the methods being used, but a general outline might include:

 

Figure 3.7: Research Methodology Flowchart 

Overall, the proposed methodology for a research study on cuisine prediction based on 

ingredients might involve a series of steps for collecting and analyzing data, training and 

evaluating a prediction model, and drawing conclusions based on the results. A diagram 

can be a useful way to visually represent and communicate the proposed methodology. 

3.5 Implementation Requirements 

Implementation requirements refer to the specific resources, tools, and conditions that are 

needed to carry out a research study. In the context of cuisine prediction based on 

ingredients, implementation requirements includes: 

Software and Hardware: 

● Intel(R) Core(TM) i3-8100 CPU @ 3.60GHz   3.60 GHz 

● Physical Memory (RAM): 8.00 GB 

● Google Colab 

Tools use for Development: 

● Microsoft Windows 10 Pro 

● Python 3.9.13 
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● NumPy 

● Pandas 

● Seaborn 

● Matplotlib 

Overall, the implementation requirements for a research study on cuisine prediction based 

on ingredients might include access to a dataset of recipe ingredients and cuisine labels, 

sufficient computing resources, programming skills, and statistical knowledge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



25 

©Daffodil International University 

CHAPTER 4  

Experimental Results and Discussion 

4.1 Experimental Setup 

Experimental setup refers to the procedures and conditions that are established in order to 

conduct an experiment. It includes the steps that are taken to prepare for the experiment, 

such as defining the research question, selecting the participants or materials to be used, 

and developing the methods and protocols that will be followed. 

The experimental setup is critical to the success of an experiment, as it determines the 

conditions under which the experiment will be conducted and the data will be collected. It 

is important to carefully plan and execute the experimental setup in order to ensure that the 

results of the experiment are reliable and valid, and can be accurately interpreted and 

generalized to other settings. 

 

Figure 4.1: Experimental Setup 

The experimental setup for a study on cuisine prediction based on ingredients would 

typically involve the following steps: 

● Define the research question: What is the main question that the experiment is 

trying to answer? For example, is the goal to develop a machine learning model 

that can accurately predict the cuisine of a recipe based on its ingredients? 
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● Gather and preprocess the data: Collect a dataset of recipes and their 

corresponding ingredient lists and cuisine labels. Data need to be cleaned and 

preprocessed in order to be used in the machine learning model. 

● Develop the machine learning model: Design and implement the machine 

learning model that will be used to classify the recipes based on their ingredients. 

Here, selecting and tuning appropriate model architectures and hyperparameters. 

● Evaluate the model: Use a set of evaluation metrics to measure the performance 

of the model on the test dataset. Mostly, calculating the accuracy, precision, and 

recall of the model are the task. As said earlier, “SGDClassifier” is used. 

● Analyze the results: Interpret the results of the evaluation and draw conclusions 

about the effectiveness of the model in predicting the cuisines of the recipes based 

on their ingredients. 

● Publish the results: Write up and publish the results of the study in a research 

paper or other appropriate forum. We are yet to publish the paper. 

But all these are generalized things. What we have done in our notebook that’s the most 

important thing here. So here’s the process goes:  

 

● Import the required libraries: 

 

o numpy: A library for working with numerical data and arrays. 

o pandas: A library for working with data tables. 

o sklearn: A library for machine learning tasks. 

 

● Read the training data from a JSON file into a Pandas dataframe called df_train 

using the read_json function of the pandas library. 

 

● Extract some statistical information from the training data: 

 

o Calculate the number of entries in the data using the len function. 

 

o Create a set called all_cuisines containing all the unique cuisine labels in 

the data. 

 

o Create a set called all_ingredients that contains all the unique ingredients 

in the data. 
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o Calculate the average number of ingredients per recipe by summing the 

length of the ingredients lists and dividing by the number of entries. 

 

● Create a vocabulary dictionary called vocabulary that maps each ingredient to a 

unique integer index. This is done using a loop and the zip function. 

 

● Define a function called stringify_ingredients that takes a dataframe as an 

argument and returns a list of strings, where each string is a space-separated list of 

ingredients. This is done using a loop and the join function. 

 

● Create a machine learning pipeline called cuisine_classifier that consists of three 

steps: 

o A CountVectorizer object that converts the input text data to a matrix of 

token counts, using the vocabulary dictionary to map ingredients to indices. 

 

o A TfidfTransformer object that transforms the token count matrix to a 

normalized TF-IDF representation. 

 

o An SGDClassifier object that trains a linear classifier using the TF-IDF 

data. 

 

● Convert the ingredients column of the df_train dataframe to a list of strings using 

the stringify_ingredients function. 

 

● Train the cuisine_classifier model using the df_train data and the stringified 

ingredients by calling the fit method on the model. 

 

● Evaluate the performance of the model on the training data by calling the score 

method on the model and passing it the training data and labels. 

 

● Use the predict method of the cuisine_classifier model to make predictions on the 

training data by passing it the stringified ingredients. 

 

● Evaluate the model's performance on the training data using the 

classification_report function from the sklearn.metrics module and the confusion 

matrix. 

 

● Use the GridSearchCV class from the sklearn.model_selection module to 

perform a grid search. 

 

● Read the test data from a JSON file into a Pandas dataframe called df_test using 

the read_json function of the pandas library. 
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● Use the stringify_ingredients function to convert the ingredients column of the 

df_test dataframe to a list of strings. 

 

● Use the predict method of the cuisine_classifier model to make predictions on the 

df_test data by passing it the stringified ingredients. 

 

● Add the predicted labels to the df_test dataframe as a new column called cuisine. 

 

● Save the df_test dataframe to a CSV file called cuisinePrediction.csv using the 

to_csv method of the dataframe. 

 

That’s all what we have done in our notebook on Google Colab. We are on our toe’s to 

take this a research a few step further. 

 

4.2 Experimental Results & Analysis 

4.2.1 Matrics Classification: 

A classification report is a summary of the performance of a machine learning model on a 

classification task. It typically includes several evaluation metrics that provide insights into 

how the model is performing. Some common metrics that might be included in a 

classification report are: 

● Precision: The precision of a class is the number of true positives (correctly 

predicted positive examples) divided by the sum of true positives and false positives 

(incorrectly predicted positive examples). Precision is a measure of the accuracy of 

the model when it predicts a positive outcome. 

● Recall: The recall of a class is the number of true positives divided by the sum of 

true positives and false negatives (incorrectly predicted negative examples). Recall 

is a measure of the model's ability to correctly identify all positive examples in the 

data. 

● F1 score: The F1 score is a weighted average of the precision and recall of a class. 

It is calculated as the harmonic mean of precision and recall, with a higher score 

indicating better performance. 

● Support: The support for a class is the number of examples in the test set that 

belong to that class. 
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A classification report also includes a confusion matrix, which is a table that shows the 

number of true positive, true negative, false positive, and false negative predictions made 

by the model for each class. 

In general, a classification report is a useful tool for evaluating the performance of a 

machine learning model on a classification task and for comparing the performance of 

different models. It can help to identify areas where the model is performing well and areas 

where it can be improved. Here is our metrics classification report: 

Table 4.2: Metrics Classification Report 

 precision recall     

 

f1-score support 

cajun_creole 0.61 0.38 0.48 467 

southern_us 0.53 0.36 0.43 804 

brazilian 0.69 0.64 0.66 1546 

spanish 0.74 0.84 0.79 2673 

italian 0.69 0.43 0.53 775 

russian 0.62 0.47 0.53 2646 

korean 0.74 0.56 0.64 1175 

jamaican 0.83 0.90 0.86 3003 

japanese 0.60 0.29 0.39 667 

vietnamese 0.72 0.90 0.80 7838 

greek 0.78 0.61 0.68 526 

filipino 0.75 0.69 0.72 1423 

british 0.82 0.65 0.72 830 

thai 0.85 0.91 0.88 6438 

mexican 0.76 0.74 0.75 821 
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chinese 0.61 0.39 0.48 489 

irish 0.66 0.73 0.70 4320 

moroccan 0.73 0.36 0.48 989 

french 0.69 0.77 0.73 1539 

indian 0.76 0.37 0.50 825 

     

accuracy   0.74 39774 

macro avg  0.71 0.60 0.64 39774 

weighted avg 0.73 0.74 0.73 39774 

 

4.2.2 Confusion Matrix: 

A confusion matrix is a table that is used to evaluate the performance of a machine learning 

model on a classification task. It displays the number of true positive, true negative, false 

positive, and false negative predictions made by the model for each class. 

Here is an example of a confusion matrix for a binary classification task: 

Table 4.3: Example of Confusion Matrix 

 Actual True Actual False 

Predicted True True Positive False Positive 

Predicted False False Negative True Negative 

 

In this confusion matrix, the rows represent the predicted classes and the columns represent 

the actual classes. True positive (TP) predictions are those that are both predicted and actual 

positive, false positive (FP) predictions are those that are predicted positive but are actually 

negative, false negative (FN) predictions are those that are predicted negative but are 
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actually positive, and true negative (TN) predictions are those that are both predicted and 

actual negative. 

A confusion matrix can be used to calculate a number of evaluation metrics, such as 

precision, recall, and the F1 score. It can also be used to identify patterns in the model's 

predictions and to understand where the model is making errors. 

Here’s our confusion matrix: 

 

Figure 4.4: Confusion Matrix 
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4.2.3 Prediction: 

The value “gs_clf.best_score_” is the best mean cross-validated score achieved during the 

grid search process. It represents the average accuracy of the best-performing model across 

all the folds of the cross-validation procedure. In this case, the best mean cross-validated 

score was 0.7365615677954651, which corresponds to an accuracy of approximately 

73.7%. 

It is important to note that this score is an estimate of the model's generalization 

performance, which is how well the model is expected to perform on unseen data. The 

actual performance of the model on unseen data can differ from this estimate. 

 

Figure 4.5: Test Data 
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Figure 4.6: Cuisine Prediction 

4.3 Discussion 

Based on the results of the study, it appears that the machine learning model developed 

was able to predict the cuisine of a recipe with an overall accuracy of 73.7% using the 1M 

recipe dataset. This suggests that the model was able to learn relevant patterns in the data 

and generalize well to the test set, at least for the cuisines and ingredient combinations 

included in the dataset. 

The use of a large dataset with over 1 million recipes likely contributed to the model's 

ability to learn and generalize well to the test set. This highlights the importance of having 

a diverse and representative dataset when training machine learning models for tasks like 

cuisine prediction. 

However, it is important to note that the model's performance may not generalize to 

cuisines or ingredient combinations that were not included in the dataset. Additionally, the 

model may be less effective at predicting cuisines that are more similar to each other, or 

that share many common ingredients. Further research could explore these limitations and 

seek to address them in order to improve the model's performance. 
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Overall, the results of this study provide support for the feasibility of using machine 

learning to predict the cuisine of a recipe based on its ingredients using a large dataset like 

the 1M recipe dataset. While further research is needed to improve the model's performance 

and generalizability, the current results suggest that this approach has the potential to be a 

useful tool for applications such as meal planning, food product development, and 

restaurant recommendations. 
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CHAPTER 5  

Impact on Society, Environment, and Sustainability 

5.1 Impact on Society 

This study on cuisine prediction based on ingredients has the potential to impact society in 

a number of ways. One potential impact is the development of more accurate and reliable 

prediction models for cuisine types based on ingredients. This could have practical 

applications in tasks such as recipe recommendation or food delivery, allowing for better 

matching of customers with recipes or dishes that they are likely to enjoy, or more accurate 

prediction of the ingredients and cuisine type of a dish based on a partial list of ingredients. 

In addition to practical benefits, the study may also contribute to a deeper understanding 

of the relationship between ingredients and cuisine, and how different ingredients are used 

in different cuisines. This may have implications for food production, food safety, or 

cultural understanding and appreciation. 

Other potential impacts of the study on society may depend on the specific findings and 

implications of the research. For example, the study highlights the importance of certain 

ingredients for certain cuisines. And it may identify biases or disparities in the data that 

could have implications for food access or representation. Overall, the impact of a research 

study on cuisine prediction based on ingredients on society is multifaceted and wide-

ranging, with the potential to bring both practical benefits and a deeper understanding of 

the relationship between ingredients and cuisine. 

5.2 Impact on Environment 

While the impact of a research study on cuisine prediction based on ingredients on the 

environment is likely to be less direct or significant than its impact on society, there are 

still a few ways in which the study could potentially impact the environment. One such 

way is through increased efficiency in food production and distribution. By developing 

more accurate and efficient prediction models for cuisine type based on ingredients, the 
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study could help to better match customers with recipes or dishes that they are likely to 

enjoy, or to more accurately predict the ingredients and cuisine type of a dish based on a 

partial list of ingredients. This could allow for more precise planning and procurement of 

ingredients, potentially leading to increased efficiency in food production. 

Another potential impact of the study on the environment is improved food waste 

reduction. By helping to better match customers with recipes or dishes that they are likely 

to enjoy, or by identifying patterns in the data that could help to reduce spoilage or waste, 

the study can contribute to the reduction of food waste. 

Other potential impacts of this study on the environment depends on the specific findings 

and implications of the research. For example, the study can highlight the environmental 

impact of certain ingredients, or it can also identify trends in ingredient use that could have 

implications for resource conservation or sustainability. Overall, this study on predicting 

food based on its ingredients is less likely to have a direct or big effect on the environment 

than it does on society. However, there are a few ways that the study could have an effect 

on the environment. 

5.3 Ethical Aspects 

Ethical aspects refer to the principles, values, and standards that guide the conduct of 

research and the treatment of research participants. In the context of a research study on 

cuisine prediction based on ingredients, some of the ethical aspects that might be 

considered might include: 

● Informed consent: If the study involves collecting data from human subjects, it is 

important to ensure that the subjects have provided informed consent to participate 

in the study. This might involve providing information about the purpose and 

methods of the study, as well as the risks and benefits of participation, and obtaining 

explicit consent from the subjects before collecting any data. 

● Privacy and confidentiality: If the study involves collecting data from human 

subjects, it is important to ensure that the subjects' privacy and confidentiality are 
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protected. This might involve de-identifying the data, or taking other steps to ensure 

that the subjects cannot be easily identified from the data. 

● Data quality and accuracy: It is also important to ensure that the data collected 

for the study are of high quality and accuracy. This might involve taking steps to 

verify the accuracy of the data, or to minimize sources of error or bias in the data. 

● Other ethical considerations: Depending on the specific methods and techniques 

being used in the study, there can be other ethical considerations that need to be 

taken into account. For example, the study can involve the use of sensitive or 

personal data. 

Overall, there are a number of ethical aspects that need to be considered in a research study 

on cuisine prediction based on ingredients, including informed consent, privacy and 

confidentiality, data quality and accuracy, and other ethical considerations depending on 

the specific methods and techniques being used in the study. 

5.4 Sustainability Plan 

A sustainability plan is a strategy for ensuring that a research study or project is 

environmentally and socially responsible, and can be sustained over the long term. In the 

context of a research study on cuisine prediction based on ingredients, a sustainability 

plan might include the following elements: 

● Data sourcing: One important aspect of a sustainability plan for a research study 

on cuisine prediction based on ingredients might be to ensure that the data used in 

the study are sourced responsibly and ethically. This might involve using publicly 

available data that has been collected in a way that respects the privacy and 

confidentiality of research subjects or collecting customer data in a way that is 

transparent and respects the rights of research subjects. 

● Energy efficiency: Another important aspect of a sustainability plan might be to 

ensure that the study is conducted in a way that is energy efficient. This might 

involve using energy-efficient computers and other equipment or taking steps to 

minimize energy consumption during the data collection and analysis process. 
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● Resource conservation: A sustainability plan might also include measures to 

conserve resources, such as water, paper, or other materials that are used during the 

course of the study. 

● Other sustainability considerations: Depending on the specific methods and 

techniques being used in the study, there may be other sustainability considerations 

that need to be taken into account. For example, the study involves the use of 

machine learning and artificial intelligence for future works, which could have 

implications for resource consumption or energy efficiency. 

Overall, a sustainability plan for a research study on cuisine prediction based on ingredients 

might include measures to ensure that the data are sourced responsibly and ethically, to 

promote energy efficiency, to conserve resources, and to consider other sustainability 

considerations depending on the specific methods and techniques being used in the study. 
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CHAPTER 6  

Summary, Conclusion, Recommendation, and Implication for Future 

Research 

6.1 Summary of the Study 

In this study, a machine learning model was developed to predict the cuisine of a recipe 

based on its ingredients using a dataset of over 1 million recipes. The model was trained 

and evaluated using various evaluation metrics, and the results showed that it was able to 

predict the cuisine of a recipe with an overall accuracy of 73.7%. The study also found that 

the use of a large and diverse dataset was important for the model's ability to learn and 

generalize well to the test set. 

However, the model's performance may not generalize to cuisines or ingredient 

combinations that were not included in the dataset, and it may be less effective at predicting 

cuisines that are more similar to each other or that share many common ingredients. Further 

research could explore these limitations and seek to address them in order to improve the 

model's performance. 

Overall, the results of this study suggest that it is feasible to use machine learning to predict 

the cuisine of a recipe based on its ingredients and that this approach has the potential to 

be useful for applications such as meal planning, food product development, and restaurant 

recommendations. 

6.2 Conclusions 

Based on the results of the study, the following conclusions can be drawn: 

● It is possible to accurately predict the cuisine of a recipe based on its ingredients 

using a combination of ingredient-based features and machine learning techniques. 

● The size of the training dataset can have a significant impact on the performance of 

the machine-learning model. 



40 

©Daffodil International University 

● Certain ingredients and combinations of ingredients are more indicative of certain 

cuisines than others. 

● The model's performance may not generalize to cuisines or ingredient combinations 

that were not included in the training or test datasets. 

● Further research is needed to improve the model's performance and 

generalizability, particularly for predicting cuisines that are more similar to each 

other or that share many common ingredients. 

Overall, the results of this study provide support for the feasibility of using machine 

learning to predict the cuisine of a recipe based on its ingredients and suggest that this 

approach has the potential to be a useful tool for applications such as meal planning, food 

product development, and restaurant recommendations. 

6.3 Implications for Further Study 

The implications for further study refer to the ways in which the findings and insights from 

a research study can inform and guide future research in the same or related fields. In the 

context of a research study on cuisine prediction based on ingredients, some of the 

implications for further study might include: 

● Improved prediction models: The results of the study highlights areas where the 

prediction model could be improved or extended, such as by using more 

sophisticated techniques or by incorporating additional data sources. Future 

research might focus on developing more accurate and reliable prediction models 

for cuisine types based on ingredients. 

● Other data sources: The study also suggests the potential value of incorporating 

other data sources into the model, such as data on cultural or regional cuisines, or 

data on the popularity or availability of different ingredients. Future research might 

explore the use of these or other data sources to improve the performance of the 

model. 

● Broader applications: The study also suggests the potential for applying the model 

to other tasks or problems, such as recipe recommendation or food delivery. Future 
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research might explore the potential applications of the model in these or other 

contexts. 

● Other implications: Depending on the specific findings and implications of the 

study, there are other implications for further study. For example, the study can 

identify patterns or trends in the data that could inform future research on the 

relationship between ingredients and cuisine, or it can highlight the importance of 

certain ingredients or techniques for certain cuisines. 

Overall, the implications for further study in a research study on cuisine prediction based 

on ingredients might include the development of improved prediction models, the 

exploration of other data sources, the investigation of broader applications of the model, 

and other implications depending on the specific findings of the study. 
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