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ABSTRACT 

Sign Language is the mode of communication among the deaf and dumb. However, 

integrating them into the main stream is very difficult as the majority of the society is 

unaware of their language. So, to bridge the communication gap between the hearing and 

speech impaired and the rest in Bangladesh, I conducted a research to recognize Bangla 

sign language using a computer-vision based approach.  

 

Sign language not only help for the people who can't speak or hear, it's also help for human 

computer interaction system or robotics system. To achieve my goals, I used Convolutional 

Neural Networks (CNNs) to train individual signs. In the future, this research, besides 

helping as an interpreter, can also open doors to numerous other applications like sign 

language tutorials or dictionaries and also help the deaf and dumb to search the web or send 

mails more conveniently. 

 

It has two parts. One is Train part and second is sign detection part. Train part set by deep 

learning method using CNN network and make train dataset. The detection part takes sign 

from webcam and detect the Bengali numerical value by classifying from the train dataset. 
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CHAPTER 1  
 

Introduction 

 

1.1 Introduction 

 

Sign language is a communication medium by which people express their opinions and feelings. 

Communication between hearing impaired and mute community is not easy. Mute people need to 

learn sign language for effective communication. For this reason, it is necessary to develop an 

interactive, automatic and robust system that can be used as an interpreter among those 

communities. Bengali Sign Language is made from several core one-handed static sign alphabet 

and number signs [16]. Many researchers have been working on sign language recognition systems 

for various sign languages [16]. 

 

1.2 Motivation 

 

Sign language is the mode of communication among the deaf and dumb. A common misconception 

about sign language is that it is universal, which is however not the case. In fact, sign languages, 

just like spoken languages are unique to a culture and have evolved over time. Moreover, they 

feature their own grammar and vocabulary and are generally acquired by deaf children as their 

mother tongue [1]. 

Sign languages use manual gestures and body language to convey meaning. Static signs are 

generally used for alphabets and numbers where hand shapes define each sign. On the other hand, 

words and sentences are generally expressed through a combination of hand shape, orientation and 

movement of hands and arms. Additionally, facial expressions exhibit emotions and sometimes 

head movement, shoulder position, body posture and lip patterns are important parameters in 

expressing the meaning of a sign. Hundreds of sign languages are in use around the World today, 

some of which have not yet gained any legal acceptance [1]. In Bangladesh, the Centre for 

Disability in Development (CDD) has developed a formal sign language for the Bengali deaf and 

dumb community, which is followed by schools for the speech and hearing impaired countrywide 

[1]. 
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Incorporating the deaf and dumb into the mainstream is difficult, mainly due to a lack of 

knowledge about sign language by the rest of the society. So, as to bridge this communication gap, 

scientists have been researching on methods to develop automatic sign language recognition 

systems. This field of research is still far behind and struggling. Moreover, research on recognition 

of Bangla sign language has not prevailed as it has for some other sign languages. So, our goal is 

to conduct a research to recognize Bangla sign language.  

 

1.3 Rationale of the Study 

 

According to the manual of Bangladeshi Sign Language, there are approximately 5000 sets of 

gestures for alphabet, numbers and common words that are used by deaf and dumb people to 

communicate [8]. Some signs are expressed as static gestures while others incorporate some 

dynamic hand, face and body movements. For static gestures, the prominent sign is captured within 

a specific time frame. For dynamic gestures, a sequence of finger and hand positions needs to be 

identified and analyzed in order to recognize [8]. To interact with sign user the machine should 

recognize and learn sign characters and language. Automatic gesture and sign language recognition 

has been attracting computer vision researchers for a long time [8]. 

 

Unfortunately, in Bangladesh there is a tremendous lack of people who have an in-depth 

knowledge of sign language, which leads to the social isolation of the Deaf community [8].  

 

So, I think that we have need more knowledge about sign language. That's why I am trying to 

develop sign language as computer understandable language. 

 

1.4 Research Questions 

 

How to interact with computer system for deaf and dumb people?  

 

1.5 Expected Output 

 

There are several technologies that can be and has been employed in sign language or gesture 

recognition. Bangladeshi sign language that can serve as an interpreter. For the purpose of this 
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thesis I am using a computer-vision based approach with the help of webcam and CNN to 

recognize signs. 

For now, I am recognition of Bangla numeric signs only and also try to recognition real time feature 

for my experiment. The system is try to represent ten digits (০-৯). Finally, it has given output 

result that are shown the Figure 3.4.3 (a): Final output. 

 

1.6 Report Layout 

 

The following report consists of five chapters. Chapter 1 is the introduction, which highlights the 

motivation and goals behind the thesis. It has six sections. Section 1.1, 1.2, 1.3, 1.4, 1.5 and 1.6, 

titled introduction, motivation, rationale of the study, research questions, expected output and 

report layout. Chapter 2, titled background, prerequisites information relevant to the thesis and is 

divided in five sections. Section 2.1, 2.2, 2.3, 2.4 and 2.5, titled introduction, related work, research 

summary, scope of the problem and challenges respectively.  

 

Chapter 3 illustrates the details of my thesis experiment spanned over five subsections. Section 

3.1, 3.2, 3.3, 3.4 and 3.5 explains each phase of the recognition, i.e. Introduction, research subject 

and instrumentation, data collection procedure, statistical analysis and implementation 

requirements.  

 

In chapter 4 have mentioned the experimental results and discussion of that result. It has four 

sections. Section 4.1, 4.2, 4.3 and 4.4 titled introduction, experimental results, descriptive analysis 

and summary.  

 

Finally, chapter 5 have also four sections that titled summary, conclusion, recommendation and 

implication for future research. 

 

An appendix, which lists all signs I used for my experiment, follows the five sections and at the 

end there is a reference of reading materials I have referred to during my research. 
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CHAPTER 2 
 

Background 

 

2.1 Introduction 

 

A sign language is a language that instead of using sound to communicate uses manual gestures 

and body language to convey meaning. The hearing or speech impaired generally uses this mode 

of communication and today it is extensively studied by linguists [1]. 

 

Despite the common misconception that sign languages are not real language, they are as rich and 

complex as any spoken language. Sign language is a natural language and is not made up [1]. The 

acquisition process of sign language is similar to that of spoken languages as they are also adopted 

by deaf children in school from friends and teachers or at home from parents [1]. 

 

2.2 Related Work 

 

Many researchers work for sign language. For example, American sign language, Bangla sign 

language, Indain sign language etc. are working many researchers. Sign language is important for 

the dumb and deaf people. It also important for human computer interaction.  

 

Salma Begum and Md. Hasanuzzaman proposed a system that recognizes Bangla sign language 

using a computer-vision based approach [8]. 

 

Bikash Chandra Karmokar and many other are proposed a system that name is Bangladeshi sign 

language recognizer (BdSLR). In this regard BdSLR has been developed that can interpret 

Bangladeshi sign language into Bengali text and vice versa [9]. 

 

Muhammad Aminur Rahaman and many other are proposed a system that name is Real-Time 

Computer Vision-Based Bengali Sign Language Recognition [10]. The system is able to recognize 

6 Bengali Vowels and 30 Bengali Consonants [10]. 

 



 5  
  

Zhou Ren and many other are proposed a system that title is Robust Hand Gesture Recognition 

with Kinect Sensor. They are proposed Hand gesture-based Human-Computer-Interaction (HCI) 

is one of the most natural and intuitive ways to communicate between people and machines, since 

it closely mimics how human interact with each other [11]. 

 

Syed Tauhid Ahmed and M. A. H. Akhand are also work for Bangladeshi sign language. They are 

gives name of it Bangladeshi Sign Language Recognition using Fingertip Position. The method 

considered relative tip positions of five fingers in two-dimension space and position vectors are 

used to train artificial neural network (ANN) for recognition purpose [12]. 

 

G. Anantha Rao and many other are proposed a new system for sign language. The title is Deep 

Convolutional Neural Networks for Sign Language Recognition. This proposed system extraction 

of complex head and hand movements along with their constantly changing shapes for recognition 

of sign language is considered a difficult problem in computer vision [13]. 

 

2.3 Research Summary 

 

In this research I am wanted to recognize only the Bangla numeric sign. There are many 

researchers in Bangladesh are working in this field. Because this field is very complex and hard. 

They are always try to improve this field. For this purpose, they are used different technique. Its 

continuation firstly I have detected the segmentation of skin color and detect the largest blobs from 

the binary image. After that I am makes the training set and test set using deep learning method of 

convolutional neural network (CNNs). 

 

Finally, when completed the largest binary blob image then it has classifying with the training data 

set that are shown the Figure 3.4.3 (a): Final output. 
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2.4 Scope of the Problem 

 

In Bangladesh a formal sign language has been established only recently. In the year 2000, Center 

for Disability in Development (CDD) took the initiative to standardize communication with sign 

languages in this country [1]. Bengali Sign Language is structurally different from sign languages 

from other countries. To perform Bengali Sign Language, two hands are used generally but, in this 

system, I am only used one hand. Many researchers within computer vision communities have 

attempted to develop sign language recognizers for sign languages used in different countries [10]. 

The rule is also different in country basis that are shown the Figure 2.4 (a): Bangla numeric sign. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4 (a): Bangla numeric sign (collected). 
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2.5 Challenges 

 

There are different Sign languages in different countries. One important fact to consider about sign 

languages is that, same hand shapes or same hand motion can be used to express different signs 

[1].  

 

 

 

 

 

 

 

 

 

Figure 2.5 (a): Image digit one.                           Figure 2.5 (b): Image digit six. 

 

For example, in Bangla sign language, one and six digits have the near about same hand movement 

but the hand shape for the two signs are different. So, it is very challenges for every researcher to 

recognition the hand shape. That are shown the Figure 2.5 (a): Image digit one and Figure 2.5 (b): 

Image digit six. 
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CHAPTER 3 
 

Research Methodology 

 

3.1 Introduction 

 

Sign language recognition is very difficult, because the computer system can't understand the sign 

easily. Every researcher tries hard and apply different technique to understanding the sign with the 

computer system. The proposed system is applied some technique to interact with computer 

system. This system only recognizes Bangla numeric sign (০-৯). 

 

3.2 Research Subject and Instrumentation 

 

This research topic is “Computer Vision-Based Bangla Numerical Sign Language 

Recognition”. This is the field of image processing system. 

This system uses Logitech c270 webcam for capture image. The system uses an Intel core i3 3.70 

GHz PC with 4 GB RAM. It working very well if you can use GPU supported PC.  I have used 

MATLAB as system development platform. 

 

3.3 Data Collection Procedure 

 

This system is applied some procedure for implementation. All the techniques have discussed in 

this section. 

 

3.3.1 Skin Color Segmentation 

 

Color space is a mathematical model to represent color information as three or four different color 

components. Different color models are used for different applications such as computer graphics, 

image processing, TV broadcasting, and computer vision [3]. Skin color detection means detect 

human skin color. This technique used for only detect human body. Either it can be hand or face. 

This system is used for this technique to detect hand for sign recognition that are shown Figure 

3.3.1 (a): Original image. 
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Figure 3.3.1 (a): Original image. 

 

It read RGB image and then capture the dimensions of the image. After converting the image RGB 

to YCbCr it detects the skin color. It can automatic segmentation of human face or hand in the 

complex background scene [3] that are shown Figure 3.3.1 (b): Skin color region. 

 

 

 

 

 

 

 

 

Figure 3.3.1 (b): Skin color region. 

 

Finally, it makes binary image and remove tiny regions from image that are shown Figure 3.3.1 

(c): Tiny regions remove from the binary images. 
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Figure 3.3.1 (c): Tiny regions remove from the binary images. 

 

3.3.2 Extract N Largest Blobs 

 

This feature helps to detect large blobs of object from binary image. Get all the blob properties 

from binary image and then get blob area. It selects all blob object.  

It also creates boundaries in the original image and detect the largest object from the selected 

boundaries. I am using custom function for extract the N largest blobs from the binary image, that 

are shown Figure 3.3.2 (a): Binary image to extract the largest blobs. 

 

 

 

 

 

  

 

 

 

Figure 3.3.2 (a): Binary image to extract the largest blobs. 

 

3.3.3 Convolutional Neural Network (CNNs) 

 

Convolutional Neural Networks is also called CNNs or ConvNets, it is the part of deep learning 

neural network (Alex net). CNNs are compare the images piece by piece. The pieces are called 

features. Convolutional networks are powerful visual models that yield hierarchies of features [4]. 
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Convolutional networks are driving advances in recognition. Convnets are not only improving for 

whole-image classification, but also making progress on local tasks with structured output. These 

include advances in bounding box object detection, part and keypoint prediction, and local 

correspondence [4]. 

 

3.3.4 Types of Architecture of CNNs 

 

A convolutional neural network (CNN) contains one or more convolutional layers, pooling or fully 

connected, and uses a variation of multilayer perceptron’s discussed above. Convolutional layers 

use a convolution operation to the input passing the result to the next layer. This operation allows 

the network to be deeper with much fewer parameters [5]. 

 

Figure 3.3.4 (a): Typical CNN architecture [2],[5]. 

 

Convolutional neural networks are giving great results in image and speech applications. The 

pooling and subsampling is the hidden units of CNN. Pooling basically takes a set of hidden units 

in a feature map and somehow aggregates the activations to obtain a single number [6].  

For instance, in max pooling, the aggregation will be computing the maximum among the 

activations on a certain neighborhood or receptive field. This is shown in Figure 3.3.4 (a) and the 

following computations [6]. 

 

𝑦𝑖𝑗𝑘 = max
𝑝,𝑞

𝑥𝑖, 𝑗 + 𝑝, 𝑘 + 𝑞  (1) 

 

Where  

 𝑥𝑖, 𝑗, 𝑘 is the value of the ith feature map at position j,k,  



 1 2  
  

 p is the vertical index in the local neighborhood,  

 q is the horizontal index in the local neighborhood,  

 and 𝑦𝑖𝑗𝑘 is the pooled and subsampled layer.  [6] 

 

3.3.5 Working Procedure 

 

Convolutional neural network is work the step by step. In this section it has briefly discuss. 

 

Step 1: Break the image into overlapping image tiles 

It makes same square tiles from the image and save each result as a separate, tiny picture tile, 

that are shown Figure 3.3.5 (a): Overlapping image tiles.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3.5 (a): Overlapping image tiles. 

 

Step 2: Feed each image tile into a small neural network 

We’ll keep the same neural network weights for every single tile in the same original image.  
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Figure 3.3.5 (b): Tile into a small neural network. 

 

In other words, we are treating every image tile equally [7] that are shown Figure 3.3.5 (b): Tile 

into a small neural network. 

 

Step 3: Save the results from each tile into a new array 

We don’t want to lose track of the arrangement of the original tiles. So, we save the result from 

processing each tile into a grid in the same arrangement as the original image [7]. It looks like this 

Figure 3.3.5 (c): Save result into new array.  

 

 

 

 

 

 

 

 

 

Figure 3.3.5 (c): Save result into new array. 

 

Step 4: Down sampling 

The result of Step 3 was an array that maps out which parts of the original image are the most 

interesting. But that array is still pretty big shown at Figure 3.3.5 (d): Down sampling. 
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Figure 3.3.5 (d): Down sampling. 

 

To reduce the size of the array, we down sample it using an algorithm called max pooling. 

 

Final step: Make a prediction 

So far, we’ve reduced a giant image down into a fairly small array. So, we can use that small array 

as input into another neural network. This final neural network will decide if the image is or isn’t 

a match. To differentiate it from the convolution step, we call it a “fully connected” network [7]. 

So, from start to finish, our whole five-step pipeline looks like this Figure 3.3.5 (e): Overall design. 

 

 

 

 

 

 

 

 

 

Figure 3.3.5 (e): Overall design. 

 

Adding Even More Steps: 

Our image processing pipeline is a series of steps: convolution, max-pooling, and finally a fully-

connected network. 
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When solving problems in the real world, these steps can be combined and stacked as many times 

as you want! You can have two, three or even ten convolution layers. You can throw in max 

pooling wherever you want to reduce the size of your data [7]. 

 

3.4 Implementation Requirements 

 

There are three categories in implementation requirement. All are described following: 

 

3.4.1 Design Methodology 

 

This proposed system takes snapshot from a video by using webcam. The system captures the 

dimension of the image and it convert RGB to YCbCr. Now the system detects the skin color from 

the image and it make into binary image. It is called segmentation. After completion the binary 

image the system removes the tiny regions from the binary image. Then the system extracts the 

largest area using Image Analyst's custom function. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4.1 (a): Architectural view of proposed system. 

 

The system also creates boundaries in the original image and detect the largest object from the 

selected boundaries. The system resizes the largest image blobs into [28x28] and classifying with 

the convolutional neural network.  
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After completed this part the proposed system gives the result from the given input. Figure 3.4.1 

(a). Architectural view of proposed system. 

 

3.4.2 Generate Train Network 

 

To make train network this system also used a webcam but, preprocess the webcam images as the 

same process that are described in design methodology. That means this system used largest binary 

blob of image for train. It first takes multiple images for same sign. It takes multiple images for 

several signs. The proposed system saves the different sign images into different folder. For 

making category it saves the images into different folder. This system makes train network using 

10,000 images for better accuracy. After completed to takes images, this system using 

convolutional neural network technique for makes train dataset that are shown Figure 3.4.2 (a): 

Random selected Images. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4.2 (a): Random selected Images. 

 

The proposed system used alexnet of deep learning method for train network. Specifically, I using 

the Transfer Learning method of convolutional network.  
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It resized the binary images into [28x28] for the convolutional layer input. After that it makes 

trainset and testset using the random method.  

Trainset means training database that used for comparing and testset means testing image. It has 

used 750 images for trainset and 250 images for test set. I used l Initial Learn Rate = 0.0001 Max 

Epochs = 20 and Mini Batch Size = 64. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4.2 (b): Training window. 

 

Finally, it makes my custom network and save as the name of Dataset.mat, that are shown Figure 

3.4.2 (b): Training window. 

 

 



 1 8  
  

3.4.3 Classifying with Train Network 

 

This system loaded the training data set at first, then the sign has been taken when the figure 

window is opened. This system can detect Bangla numerical sign from one hand. 

The proposed system classifying the webcam image. At first it has preprocessing the image using 

the technique that are described early in the design methodology.  

When completed the largest binary blob image then it has classifying with the custom training data 

set. 

Finally, it has given output result that are shown the Figure 3.4.3 (a): Final output. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4.3 (a): Final output. 
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CHAPTER 4 

 

Experimental Results and Discussion 

 

4.1 Introduction 

 

The proposed system has taken different technique to improve the sign language recognition field. 

This system tried hard for makes better accuracy. For experimental results I have needed to 

calculate the accuracy of the recognition of each sign. The accuracy of the system was calculated 

as described in section 4.1. 

 

4.2 Experimental Results 

 

I am calculated accuracy using the following variables: 

Precision: 

The precision is defined by the ratio of the numbers of correct recognition to the total numbers of 

recognition for each hand signs. 

 

Recall: 

The recall rate is defined by the ratio of the numbers of correct hand sign identification to the total 

number of hand signs. 

 

Recall and Precision can be defined using the following variables: 

TP (True Positive): True positive means number of correct results we are looking for. 

TN (True Negative): Means number of correct detection of the incorrect input data. 

FP (False Positive): Means wrong result in the system’s output (Unexpected output). 

FN (False Negative): Means missing expected outputs, i.e. The result should be included in system 

output but is not there. 

As recall and precision are defined as follows: 

 

Precision = 
𝑡𝑝

𝑡𝑝+𝑓𝑝
  (2) 

 

Recall = 
𝑡𝑝

𝑡𝑝+𝑓𝑛
  (3) 
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Accuracy and True Negative rate are calculated as given below:  

True negative rate = 
𝑡𝑛

𝑡𝑛+𝑓𝑝
  (4) 

 

Accuracy = 
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
  (5) 

 

 

 

The system takes among 10 test hand signs for every digit, where 9 are maximum correctly 

recognized and 6 are minimum correctly recognized and 2 are maximum incorrectly recognized 

and 1 are minimum incorrectly recognized as other numbers, that are shown TABLE 4.2 (a). 

 

TABLE 4.2 (a): PRECISION RATE, RECALL RATE AND ACCURACY FOR EACH SIGN. 

 

Bangla Sign Precision Recall 
True negative 

rate  
Accuracy 

০ 100% 100% 0% 100% 

১ 100% 100% 0% 100% 

২ 100% 100% 0% 100% 

৩ 70% 100% 0% 70% 

৪ 100% 100% 0% 100% 

৫ 100% 100% 0% 100% 

৬ 100% 100% 0% 100% 

৭ 77% 87% 33% 70% 

৮ 66% 86% 25% 60% 

৯ 100% 100% 0% 100% 
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Figure 4.2 (a): Accuracy comparison of Ten different numeric sign.  

 

4.3 Descriptive Analysis 

 

When I give the training data as input the recognition rate is 100 percent, meaning that the training 

was successful. Then when a separate test data was given to the neural network, the accuracy rate 

was 90 percent. The same signers who signed for the training sample provided this data. 

 

When the system gets the individual sign, it given 100% accuracy for the sign of ১,২,৪,৫,৬,৯ and 

০. figure 4.2 (a) it shown that. 

 

Thus, it can be seen that the system performance becomes worse when gives the input sign for 

৩,৭,৮.  

 

Over all, the proposed system accuracy is 90%. 
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4.4 Summary 

 

In this chapter I have discussed the accuracy calculation and accuracy figure of the individual sign 

of my thesis project. I have also discussed the result briefly and shown the table for each sign in 

this chapter. 
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CHAPTER 5 

 

Conclusion and Future Work 

 

5.1 Summary of the Study 

 

I have implemented the Computer Vision-Based Bangla Numerical Sign Language Recognition 

system successfully. There is always chance of upgrading the system further more. In this chapter 

I will like to discuss about the summary of the research, conclusions, and recommendations and 

further improvement ideas of this research. 

 

5.2 Conclusions 

 

This proposed system has been trying to recognize the Bangla numeric sign language. But it has 

some limitation. It cannot detect sign in the dark places. On the other hand, it detects the skin color, 

so if any color is equal with skin color it takes that. 

 

This system accepts the largest binary blob, So, If the face is the largest from hand shape this 

system accepts the face. Future project I will try to improve the unpredictable error. 

 

To develop the sign language field this type of interpreter is very important. So, I will try hard in 

my next research to improve the interpreter. I think this system will be helps to the deaf and dumb 

peoples to communicate with computer system. 

 

5.3 Recommendations 

 

The next step will be to increase the number of training samples and to try training methods other 

than neural network to analyze which one produces the best result for Bangla Sign Language 

recognition. 

 

This project also has the scope of enhancements like: 

• It helps for dumb and deaf people as an interpreter. 
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• It also helps to robotics system. 

• Update with English version. 

 

5.4 Implication for Further Study 

 

This system has been developed with future improvement possibilities consideration. Next time 

this system, I think that will be more efficient and faster. It is very important to reduce the 

processing time of any system.  

 

In future this system will be upgraded is much better from now. I want continued research in this 

area. My next objective is to improve the accuracy of the recognition system. 

 

Next, I try to change training method for get better accuracy. Besides helping as an interpreter this 

system help the deaf and dumb to search the web or send mails more conveniently. 
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