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ABSTRACT 

Selecting the important words by counting the word score it is one of the ways of 

extractive text summarization. Summarizer helps the people to reduce the time 

destroying. People can easily understand by seeing the summary. This thesis based on 

bag of words model. Using this model I created a text summarizer for generating the 

summary follow the extractive text summarization. Inside this model I additionally 

added weighted histogram for counting the word score. Finally, this summarizer is 

able to create a summary of the full text file. 

 

Keywords: Bag of Words model, Extractive summary, Histogram, Weighted 

histogram, Tokenization. 
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1   Introduction 

Summarize the main text into a smaller version with the all necessary information and 

easily understandable by the user is called text summarization (Mittal, Agarwal, 

Mantri, Goyal, & Jain, 2014). It shows the importance of full text documents. 

Sometimes we do not have enough time to read whole text that situation we need gist 

points of that full text, in this time summarization helps us a lot. 

   When human generate any summarization it takes time but simple. However, the 

text summarizers do this automatically and faster. But it is difficult to choose correct 

meaningful words or sentences by the machine. Another one most important thing is: 

Are the summaries satisfying the user or not? (KHAN & SALIM, 2014).  

   There are two types of text summarization: Extractive and Abstractive. Extractive 

text summarization takes the important words as same as the main text and produce 

the new summary (M, C, Ganesh, & A, 2016). Abstractive text summarization 

produces the summary more likely the human. It has to understand the original text 

and by using linguistic method generate the new words or sentences (KHAN & 

SALIM, 2014).  

   In this thesis, I concentrate on extractive text summarization technique. I used bag 

of words model to create a text summarizer. This model follows the extractive way to 

collect the important words from the whole text documents.  

   This repot divided into 5 sections. Section 2 shows the literature review. In section 3 

describes the methodology. Result stored in the section 4. Section 5 included the 

conclusion. 
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2   Literature review 

In present situation text summarization is one of the most valuable researches 

throughout the world. Many researchers are doing their research on it. It is a 

significant part of natural language processing area. Basically extractive text 

summarization quits easier than the abstractive summarization. We can see lots of 

methods day by day developed by the researchers.   

   Mittal, Agarwal, Mantri, Goyal, & Jain (2014) discussed a graph based method 

which removes the unnecessary sentences for generating the extractive text summary 

of input text. They worked with those types of documents which are doing same 

discussion again and again, basically their methods useful for those types of 

documents. This approach worked into two periods one for creating outputs from the 

inputs, another for reducing the unnecessary summary from the previous outputs. 

They measured their outputs by using ROUGE-Recall Oriented Understudy and got 

60% of similarity result with the main sentences which are collected as a summary 

[5]. M, C, Ganesh, & A (2016) reviewed the abstractive summarization based on 

ontology. They tried to show different types of ontology methods for abstractive text 

summarization already done by the researcher. They also evaluated the methods [4].  

   Fang, Mu, Deng, & Wu (2016) worked on the technique of sentence scoring for 

extractive text summarization. Basically they propposed a model which name is 

CoRank based on word sentence co-ranking model. It is also related with the graph-

based unsupervised ranking model. They also used 600 documents for clarifying their 

work [2]. Bhargava, Sharma, & Sharma (2016) proposed a graph based technique for 

abstractive text summarization. They used word graphs for shortening information. 

Their method does not take any domain knowledge. They worked with two datasets 

from the conference named Document Understanding Conference (DUC) which was 

arrenged by the National Institute of Science and Technology (NIST) for their 

evaluation. They also selected their baselines: Baseline 1, baseline 2 and measurement 

those baselines by using ROUGE-1, ROUGE-2. ROUGE-1 and ROUGE-2 are for 

Baseline 1, ROUGE-1 is for Baseline 2. Both the time they used ROUGE-1 and 

ROUGE-2 for comparing with the Baseline 1 and Baseline 2 [1]. 
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3   Methodology 

I am not going to work with deep learning based approach but I have worked with 

natural language processing based approach. Using my methodologies easily produce 

the summary from the website. I took help from the bag of words model but the 

ending part of bag of words model finished by binary matrix. We know that binary 

means the combination of only 0 and 1 that’s why it’s difficult to count words score 

because in this situation one more words score is 0 or 1 [6]. So we are not able to take 

most important words. At first I have to create words histogram and then I added 

another weighted histogram to generate individual words scores. Finally I can count 

the scores of words and by adding those words scores I find out the most important 

sentences. What our summarizer will do? 

 

 

Fig. Method overview 
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3.1   Pre-processing 

At first I preprocess the input data and divided into two sections. The two sections are 

main text and clean text. Inside the main text I have reduced all extra spaces; I have 

transferred all data upper case to lower case etc. Inside the clean text again I have 

reduced all extra spaces, transferred all data upper case to lower case, I also have 

reduced the all full stops (.). This is the preprocessing stage.  

 

Table 1.  Input preprocessing.  

Normal text Pre-processed text 

 

Jackfruit is my most favorite 

fruit.  It is a delicious fruit. I 

like  to eat Jackfruit. 

Main text Clean text 

jackfruit is my most 

favorite fruit. it is a 

delicious fruit. i like to 

eat jackfruit. 

jackfruit is my most 

favorite fruit it is a 

delicious fruit i like to eat 

jackfruit 

 

 

3.2   Tokenization 

In the preprocessing stage I divided normal text into two sections because when I am 

going to create histogram I need all the words so that I generated clean text. Main text 

I have generated because of sentence tokenization. I need all the sentences for 

counting words weight and producing the final summary. I divided all the sentences 

individually from the main text this is called sentence tokenization. I also have 

separated all the words from the clean text this is called word tokenization. Both 

examples are given below. 
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Table 2.  Sentence tokenization from the pre-processed data. 

Main text Sentence tokenization 

 

jackfruit is my most favorite fruit. it is a 

delicious fruit. i like to eat jackfruit. 

 

jackfruit is my most favorite fruit. 

it is a delicious fruit. 

i like to eat jackfruit. 

 

Table 3.  Word tokenization from the pre-processed data. 

Clean text Word tokenization 

jackfruit is my most favorite fruit it is a 

delicious fruit i like to eat jackfruit 

jackfruit, is, my, most, favorite, fruit, it, 

is, a, delicious, fruit, I, like, to, eat, 

jackfruit. 

 

 

3.3   Stop words 

When I am going to create histogram I do not take the stop words. The stop words 

are:  'the', 'is', 'are' etc. In summarization stop words do not create any valuable 

meaning and if I consider stop words that time lot of extra words will come for the 

long text file which will create complexity. So that I do not need to consider any stop 

words. 

 

3.4   Histogram                        

Histogram means how many times each word appears in every sentence. Histogram 

created for scoring the words. It is also needed for generating weighted histogram. In 

the bag of words model matrix generate from the histogram. But here I am not going 

to generate matrix. 
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Table 4.  Creating histogram for scoring the words list. 

Word Count 

jackfruit 2 

is 2 

my 1 

most 1 

favorite 1 

fruit 2 

it 1 

a 1 

delicious 1 

i 1 

like 1 

to 1 

eat 1 

 

3.5   Weighted Histogram 

 

                                           Each of the word score 

Weighted histogram =  

                                           Maximum word score 

Weighted histogram generated for counting the full sentence score because from the 

weighted histogram I am able to collect new weight for every word. 
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Table 5.  Creating weighted histogram for counting the words weight.  

Word Count 

jackfruit 2/2 =1 

is 2/2 =1 

my ½ = 0.5 

most ½ = 0.5 

favorite ½ = 0.5 

fruit 2/2 =1 

it ½ = 0.5 

a ½ = 0.5 

delicious ½ = 0.5 

i ½ = 0.5 

like ½ = 0.5 

to ½ = 0.5 

eat ½ = 0.5 
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4   Results 

Finally I counted the each sentence score from the weighted histogram and I got the 

individual sentence score. I just added the each word weight of a sentence.  

 

Table 6: Add the each word’s weight to count the each sentence score for selecting 

the summary. 

Sentence Score 

jackfruit is my most favorite 

fruit. 

4.5 

it is a delicious fruit. 3.5 

i like to eat jackfruit. 3 

 

 

4.1   Summary 

I have taken the top scorer sentences as a final summary. This sentence taken by the 

importance of words and it is called extractive text summarization technique.  

 

Table 7.  Selecting final summary. 

Top scores Produce summary 

4.5 jackfruit is my most favorite fruit. 
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5   Conclusion 

There is no binding for researching something. So it is a continuous process to 

develop techniques day by day. Still now a lot of researches are ongoing in the field 

of natural language processing. So that extractive text summarization also needs more 

research. Sometimes we can see extractive text summarization does not match the 

needs of users because of the lack of the right words or sentences. In this thesis I 

showed a method for developing an extractive text summarizer and also developed 

that summarizer. I used bag of words model to develop our summarizer. But at the 

end of the bag of words model produce a binary matrix that’s why variable does not 

identify the real value of words. So that I additionally used weighted histogram for 

identifying the words score. Near future I will again work on it for further 

development.  
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