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ABSTRACT 
Data mining produce workable significant information from a huge amount of discrete 

data. Data mining is the process of naturally looking huge stores of information to find 

patterns and prediction that go past basic examination. Data mining also assumes an 

imperative part as far as prediction and analysis[12]. We are using here three different 

classification algorithm in Weka. The algorithm we have used here Naive Bayes, Bayes 

Net, One-R. We have collected data from Dhaka metropolitan police, Chittagong 

metropolitan police, Bangladesh police, Newspaper and due to sensitive data from a 

secret agent. The main objective of this paper is to predict place from crime occurred in 

the last few years. The law enforcement agencies ought to in this way have the capacity 

to anticipate such increments or abatements or patterns in crime for example,the number 

of murder,robbery,burglaries or any such crime that may happen in a specific zone in a 

specific month, year, or any timespan or the general number of crime happening in a 

nation in a specific year later on, or any other expectation or projection of future crime 

measurements[7]. So that the law enforcement agency can find out the place easily where 

the crime rate is high to take proper action, thus reducing the crime rate. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Crime rates in our society are growing up rapidly day by day. Crime will play a negative 

impact on our society or inside a country when it happens regularly[12]. Crime becomes 

the dangerous issue for any country or society crime destroy a country’s natural 

environment and destabilizes a country. Now in this modern era criminal are offered a 

different type of crime in different ways. At present criminals are using a lot of 

technology to offered crime[7]. So to prevent crime we have to move forward. This 

research is about to help the law enforcement agency by analyzing the crime related data 

that occurs last few years. 

1.2 Motivation 

Crime is increasing day by day at the alarming rate[5]. It is not possible to suppress crime 

accordingly it we look at the crimes that committed in our country in the last few years it 

will be seen that that crime rate is in cruising highly day after day. The general public is 

suffering from this but the manpower on the resource of our law enforcement agency is 

insufficient.It is needed to help the law enforcement agency to reduce it. To help local 

law enforcement agencies so that they would be able to more aware about criminal 

activities[7]. On the other hand, there are several related works with this research but in 

Bangladesh, no one has done yet. 

1.3 Rationale of the Study 

It is clear that in order to improve the development of a developing country like 

Bangladesh the crime committed inside a country should be reduced within the faster 

time. Crime pattern analysis and detection can only help the law enforcement agencies to 

find out the crime rate and place [6].  To reduce the amount of crime that committed  in 

the past few years, collecting the  data  about the type of crimes amount and area by using 

different data mining classification algorithm like Naïve Bayes, Bayes Net, One-R to find 
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out the place where the crime rate is  so high and which type of crime is occurring 

there.[11] 

1.4 Research Question 

Question of this work are: 

• How crime threats be identified on initial stage. 

• When algorithms can provide best outcome for this research work 

• What are the parameters to help find out the criminal activity responsible for high 

rate? 

• How to find out the area where crime occurs in high rate. 

1.5 Expected Outcome 

We will try to find out the place where the crime rate is high and also try to find out the 

type of crime. 

1.6 Report Layout 

The following description is given to understand which section covers which themes 

furthermore, their relevant discussions.In Chapter One we have discussed the motivation 

for choosing this research, The rationale of the Study, which question we have faced to 

do this research, what would be the expected outcome, we have also discussed the 

introduction here.In Chapter Two we have discussed the related work which has been 

done with this research, research summary, the scope of the problem and which 

challenges we have faced to do this research.In Chapter Three we have discussed the 

methodology and procedure, what is the research Subject and Instrumentation also 

discussed the data preprocessing process, statistical analysis has been shown with some 

figure, requirements for implementation.In Chapter Four experimental result, Descriptive 

Analysis described with some figure and table.In Chapter Fivethe summary of the 

project, conclusion and future scope of this research has been discussed here as well. 
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CHAPTER 2 

BACKGROUND 

2.1 Introduction 

This project is about crime and the prediction of crime. The main work of this project is 

to find out the rate of committed crime last few years. 

2.2 Related Works 

• To determine crime pattern between different geographical location [5]. 

• In which pattern crimes are occurring in a particular area the interim/interval of 

occurring crimes [7]. 

• To help the user some future predictions would make by training crime data sets 

and to visualize the output in a simple order to perceive for the user [12]. 

• Use of clustering algorithm for data mining obtainment to detect the crime 

patterns and excite the method of solving crimes [6]. 

• Optimization of outlier operation parameter using G A [4]. 

2.3 Research Summary 

We have noticed that several research has already done internationally. But nobody has 

done any research in Bangladesh. They have done their research using classification and 

clustering method on the data mining approach. They used a big dataset where some data 

were training data and some were training test data. We also used training data and test 

data but our data was not so much because there was no available data. 

2.4 Scope of the Problem 

To complete this research we have faced many problems. The main problem we faced 

that nobody has done any research on this problem. So it was difficult for us to do this 

research. 
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2.5 Challenges  

The challenges we faced for the research are: 

• To collect crime data from law enforcement agency  

• Because of  having sensitive data there was not enough data available  

• Nobody agreed to provide data about a crime to us. 
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CHAPTER 3 

RESEARCH METHODOLOGY 

3.1 Introduction  

It has been already mentioned in the last chapter that the crime rate in Bangladesh has 

been increasing day by day. So it’s needed to find out a solution to reduce the crime rate. 

So that the law enforcement agency can find a way to solve it. 

3.2 Research Subject and Instrumentation 

3.2.1 Weka 

Weka contains a collection of visualization tools and algorithm. Weka is used for 

analyzing data and predictive modeling. Weka is also used for data preprocessing, 

clustering, classification, and feature selection of research in education [5]. It is easy to 

use. Weka is built in Java language. ARFF format, CSV format, bibSVM’S format and 

Cu.5’s format are supported in Weka [11]. By Weka, we can predict on the assumption of 

that data which is available and usable [8]. 

The advantage of using Weka 

• Free availability under the GNU General public license [13]. 

• Weka is implemented in Java language and it easily runs in any modern 

computing platform [13]. 

• It is a technique of widespread gathering of data pre-processing and modeling 

[13]. 

 

3.2.2 Classification  

Data mining classification is a process that makes out in a gathering of targeted classes. 

The Classification used to correctly predict the destination class for each case in the data. 

Classification is a technique which is used to predict the relevance among the group of 

data instance [11]. There are different types of classification method in data mining. 

These methods are Bayesian-networks, decision tree, induction, case-based reasoning, 
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fuzzy logic, genetic algorithm and k-nearest neighbor. In this paper, we have used some 

classification algorithm like naïve-Bayes. Bayes net and ZeroR [11]. These classification 

methods can be used in Weka.Additionally the output of using these algorithm are 

likened and converted into the graphical representation also accomplished[11]. 

 

3.3 Data Collection Procedure  

3.3.1 Generating of Data set 

To generate a dataset it can be done by getting crime data from the different organization. 

We have collected data from the website of Dhaka metropolitan police, Bangladesh 

police and from a secret agency.   

3.3.2 Preprocessing Data 

Data pre-processing is a technique by which we can get understandable data from raw 

data[8].Genuine information is frequently fragmented, conflictingas well as ailing in 

specific practices or inclines and is probably going to contain numerous blunders. 

Information preprocessing is a demonstrated technique for settling such issues. Data pre-

processing gets ready crude information.First of all, we have collected data from the 

different place as monthly, yearly. We have also collected from different metropolitan 

police in Bangladesh as district wise and police station wise. All the data were separated. 

Then we arranged the data accordingly to the year. And we categorized the crime in 

different types like dacoity, robbery, murder etc. 

3.3.3 Exploring the data 

Finally using some algorithm technique we have analyzed those data what have been 

collected to get the better result. 
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Figure 3.1: Data preprocessing 

3.4 Statistical Analysis  

3.4.1 Data mining 

Data Mining is used to find out the anomalies, patterns, and correlation using huge data 

to predict some outcome[8]. We can also find out new information from a lot of data. The 

would be new and useful. Data mining includes six basic classes of errands [8]. 

• Anomaly detection  

• Association rule learning 

• Clustering 

• Classification 
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• Regression 

• Summarization 

We used classification in this research for prediction of crime. 

 

There are different types of data mining algorithm[10]. Some of them are 

• Pattern recognition 

• Bayesian network 

• Neural network 

• Classification tree 

• Naive Bayes 

We used in our thesis paper naïve Bayes classification algorithm for the better result. 

 

3.4.2Sample Data 

In statistics and quantitative research methodology, a sample data is a set of data which is 

collected from a statistical population by a defined procedure. The elements of a sample 

are known as sample points, sampling units or observations. The sample usually 

represents a subset of manageable size. 
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Figure 3.2: Training Data 

3.4.3Test Dataset 

We can divide data set into the training dataset and testing dataset.It is important for 

evaluating a model in data mining. When we divide a dataset into two parts most of them 

are used for training dataset, and least is used for test data set for testing the result. 
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Figure 3.3: Test Data 
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CHAPTER 4 

EXPERIMENTAL RESULTS AND DISCUSSION 

4.1 Introduction 

The research has been done to reduce the number of crime rates that committed in 

Bangladesh. We have collected data about crimes that committed the last few years in the 

different area and try to find out which crime is occurring so much and which area it’s 

rate is high. 

4.2Experimental Results 

4.2.1 Naïve Bayes  

Naive Bayes is a classifier technique. This strategy depends on freedom presumption 

between indicators.Bayes theorem used to computing the back likelihood P(c/x) from 

P(c).,p(x) and p(c). In this classifier expect that the result of the estimation of a 

predictor(x) or a specific class(c) is an autonomous of the estimation of indicator. This is 

called class restrictive freedom.  p(c/x)=(p(x/c)p(c))/(p(x)) 

We can define it as, 

Posterior =((prior)(likelihood))/evidence 
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Figure 4.1: Naïve Bayes training set result 

For displaying the model we used here Naïve Bayes classification algorithm in Weka. 

The model represents the relation, attributes, an instance which is involved in the 

execution section. 

TABLE 4.1: Table Shows The Percentage of The Instance 

Testing options Correctly classified instance Incorrectly classified instance 

Training set 80.9524% 19.0476% 
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The final result of test data set is given bellow

 

Figure 4.2: Visualization of crime rate  

From the result, we can predict the place or unit name from the crime rate. 

4.2.2 Bayes net  

Bayes net otherwise called Bayesian system Bayes organize .Bayes net are probabilistic 

graphical model. We can utilized it to fabricate a model from dataset. We can utilize this 

for indicator, identification of abnormality reason, and expectation of time arrangement 

.Bayesian systems is utilized to speak to an arrangement of irregular examination and 

under their contingent acquiescence by a coordinated non-cyclic diagram. 

13 
© Daffodil International University 



 

 

Figure 4.3: Bayes Net Test Data Result  

We can see here that when we use Bayes net classification algorithm the correctly 

instance is 66.66% and the incorrectly instance is 33.33%. 
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4.2.3 ZeroR 

Zero are is a basic characterization technique that relies upon the goal and neglect all 

indicators. Zero classifier basically estimate the lion's share class .Zero R has no 

consistency .So we can utilize this classifier for deciding gauge achievement for other 

order strategy .In this calculation we need to build a table and have select most regular 

esteem. 

Figure 4.4: ZeroR Test Data Result 

We can see here that when we use Bayes net classification algorithm the correctly 

instance is 7.14% and the incorrectly instance is 92.85%. 
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4.3 Descriptive Analysis 

 

Figure 4.5: Procedure for Prediction of crime rate 

We have used here different type of Classification algorithm to compare the performance 

by using the test data set [11]. We can see the correctly classified instance and mean 

absolute error from the table. 

TABLE 4.2: Performance Comparison between Different Algorithms 

Algorithm Correctly classified instances Mean absolute error 

Naïve Bayes 80.95% 0.0285 

Bayes net 66.66% 0.0606 

One R 7.14% 0.1327 

The table shows the correctly classified instances using the different type of classification 

algorithm. From the table, it is clear that the correctly classified instance of Naïve Bayes 
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classifier algorithm is maximum than other algorithms. The minimum correctly classified 

instances is 7.14%. So we use here Naïve Bayes classification algorithm for a better 

result to find out the place where crime rate so high. 

From the result, we can predict the place or unit name from the crime rate. 

 

4.4 Summary 

By using the different type of algorithm it is clear that the Naïve Bayes classification 

algorithm will be better than using other algorithms because it gives 80.95% accuracy. 
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CHAPTER 5 

CONCLUSION AND RECOMMENDATION  

5.1 Summary of the study  

The research work is done to predict the place where the crime rate is high.We needed 

the crime related data to accomplish the research work.We have collected data from the 

different place as metropolitan wise,district wise and police station wise that occurs in the 

different year. Then we preprocessed the data.We used 75% as train dataset and 25% as 

the test dataset. 

5.2 Conclusion  

This research work represents a new framework for classification and predicting crime 

rate based on real data. In this research we tried to use different data mining techniques, 

algorithms and models to find out the better result for predicting. It will help the law 

enforcement agency to reduce the crime rate that occurs in the different place. 

5.3 Implication for Further Study 

In the future, we will try to build a system which will be able to predict the crime rate 

which may occur in the future based on committed crime in the last few years. 
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